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Abstract

Concurrent systems that are composed of an arbitrary number n of processes,
are hard to get correct. For these systems, parameterized model checking can
provide correctness guarantees that hold regardless of n. However, model check-
ing gives the designer no information about a possible repair when detecting an
incorrect behaviour. The parameterized repair problem is, for a given implemen-
tation, to find a deadlock-free refinement such that a given property is satisfied by
the resulting parameterized system. Recently, a parameterized repair approach
was introduced, providing correctness guarantees for the repaired system that
hold regardless of the number of processes. For safety properties, this approach
can be applied on classes of systems, including disjunctive systems, pairwise ren-
dezvous systems and broadcast protocols. However, it cannot guarantee liveness
properties, e.g., termination or the absence of undesired loops.

This master’s thesis presents a repair approach that provides parameterized
correctness guarantees for liveness properties by modifying the existing repair
algorithm. The approach generates minimal repairs such that only behavior of
the system is restricted which violates the specification. Since it cannot repair
parameterized systems if the specification requires additional nondeterminism or
communication between processes, we introduce a paramaterized repair approach
that generates minimal repair transformations. A minimal repair transformation
changes the system by applying a set of operations that can introduce addi-
tional behavior including more communication if needed. We show that a repair
transformation can be generated if and only if there exists a system satisfying
the specification while preserving the given system structure. Furthermore, both
algorithms are evaluated on a range of benchmarks.
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Chapter 1

Introduction

Concurrent systems are systems composed of independent components that per-
form operations concurrently and may communicate with each other. Since they
are hard to get correct, they are a promising application area for formal meth-
ods. For paramaterized systems, i.e., systems that are composed of an arbitrary
number of processes, parameterized model checking is able to provide correctness
guarantees that hold regardless of the number of processes. If the paramaterized
model checker detects a fault in the system, it returns a system execution that vi-
olates the given specification. However, it does not provide any information how
to repair the system such that is satisfies the specification. Instead, the designer
has to find out which behavior of the system causes the error. Then, the designer
has to repair the faulty system for the found incorrect behavior. Since both tasks
may be nontrivial, there is a need for a repair method that automatically returns
a corrected parameterized system.

A parameterized repair approach was recently introduced by Jacobs et al.
where parameterized systems are represented as guarded protocols [36]. For a
given nondeterministic system, the repair approach restricts nondeterminism to
eliminate faults in the internal behavior of a process. For a system that is known
to be incorrect, this nondeterminism may have been added by the designer to ini-
tiate possible repairs. To repair the communication between processes, the repair
approach selects the right options out of a set of possible interactions. Further-
more, the approach includes a deadlock detection, to avoid repairs that introduce
deadlocks. This is essential, since often the easiest way to "repair” incorrect be-
havior is to let the system run into a deadlock as soon as possible. While the
repair approach provides parameterized correctness guarantees for safety prop-
erties, i.e., the repaired implementation is correct for any number of processes,
the approach cannot guarantee any liveness properties such as termination or the
absence of undesired loops. Furthermore, the repaired system is not guaranteed
to only restrict behavior of the faulty system that causes incorrect executions.
However, the designer may be interested in repaired systems that preserve as
much communication between the processes as possible. Moreover, if a given
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CHAPTER 1. INTRODUCTION

paramaterized system cannot be repaired, the approach offers no additional feed-
back about additional required behavior of the system. Instead, the designer
has to add more nondeterminism for more communication, and run the repair
algorithm again. Since this may be a non-trivial and exhausting task, there is a
need for a parameterized repair approach that can automatically introduce more
communication between processes.

This master’s thesis introduces a minimal repair approach that provides pa-
rameterized correctness guarantees for liveness properties. A minimal repair en-
sures to only restrict behavior of the system that causes an incorrect execution.
Our approach modifies the existing algorithm to generate refinements that only
restricts incorrect behavior of the system. Moreover, we introduce a minimal
repair approach that can automatically add new behavior including more com-
munication while preserving correctness guarantees. This approach is inspired by
techniques used for the explainable synthesis approach [10] and is based on repair
transformations that can apply different operations to add more communication
if needed. Thereby, the approach guarantees to repair any implementation if and
only if there exists a system preserving the structure of the implementation that
satisfies the specification. Both approaches are implemented as an extension to
the synthesis tool BoSy [27] and are evaluated on a range of benchmarks.

This thesis is structured as follows. Chapter [2] gives the necessary background
information and definitions for the upcoming constructions and repair algorithms.
The parameterized repair approach for safety properties, introduced by Jacobs et
al. [36], is presented in Chapter 8] The modified repair approach that minimally
repairs parameterized systems for liveness properties is introduced in Chapter
[l Chapter [f| presents the minimal repair approach that can automatically add
more communication. The prototype implementation is shown and evaluated in
Chapter [0 Related Work is discussed in Chapter [7] and we conclude this thesis
in Chapter

12



Chapter 2

Preliminaries

In this chapter, we introduce the system model, consisting of process templates
and guarded protocols. Furthermore, we recap the specification language LTL
used to formulate safety and liveness properties, and some automata that are
essential for upcoming repair constructions. Last, we present a model-checking
approach for finite state system and properties expresses as LTL-formulas.

2.1 System Model

In this thesis, we represent parameterized systems as guarded protocols, consist-
ing of multiple process templates. The definitions are taken from Jacobs and

Sakr [35].

Let () be finite set of states.

Definition 2.1.1. (Process Template)
A process template is a transition system U = (Qy, inity, 0y) with

e QQu s a finite set of states, including the initial state inity
e iy : Qu X P(Q) x Qu is a guarded transition relation.

We define the size of U as |U| = |Qu|. An instance of template U will be
called a U-process.

Definition 2.1.2. (Guarded Protocol)
Fiz process templates A and B. A guarded protocol is a system A||B", consisting
of one A-process and n B-processes in an interleaving parallel composition.

We assume that Q = Q4 UQp, i.e., process templates A and B have disjoints
set of states. Different B-processes are distinguished by subscript, i.e., for i €
[1..n], B; is the ith instance of B, and ¢p, is a state of B;. A state of A is denoted
by qa. We denote the set of {A, By,...,B,} as P, and write p for a process in

13
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{nw}
e Lo

) Writer ) Reader

Figure 2.1: Two process templates

P. For U = {A, B}, we write Gy for the set of non-trivial guards, i.e., guards
different from @ and (). Then, let G = G4 U Gp.

Definition 2.1.3. (Disjunctive and Conjunctive Guards)

In a guarded protocol A||B"™, a local transition (qp, g,q,) € ou of p is enabled in
s if its guard g is satisfied for p in s, written (s,p) E g. There are two types of
guarded protocols, depending on their interpretation of guards:

In disjunctive systems: (s,p) F g iff I’ € P\{p}:g, € G.
In conjunctive systems: (s,p) =g iff Vp' € P\{p}:g, €G.

Let set(s) = {qa,qB,,---,98,}, and for a set of processes P = {p1,...,px},
setp(s) = {qpy,---+4p, }- Then for disjunctive systems, we can more succinctly
state that (s,p) F g iff setp\,(s) Mg # 0, and for conjunctive systems (s, p) F g iff
setp\p(5) € g. A process is enabled in s if at least one of its transitions is enabled
in s, otherwise it is disabled. Intuitively, for disjunctive systems a transition with
a guard g is enabled if there exists another process that is currently in one of the
states of g. In contrast, for conjunctive systems a transition with a guard ¢ is
enabled if every other process is currently in one of the states of g.

Example 2.1.1. Consider the process templates depicted in Figure taken
from [36]. Throughout this thesis, the examples consider guarded protocols A||B",
where A is the writer and B is the reader. The guards of the transitions determine
which transitions can be taken by a process, depending on its own state and the
state of other processes. Transitions with the trivial guard g = @ are displayed
without a gquard since they are always enabled.

In this thesis, we assume that in conjunctive systems inity, and initg are
contained in all guards, i.e. they act as neutral states. For conjunctive sys-
tems, we call a guard k-conjunctive if it is of the form Q\{q,...,q} for some
qi,---,qx € Q. A state q is k-conjunctive if all non-trivial guards of transitions of
q are k’-conjunctive with &’ < k. A conjunctive system is k-conjunctive if every
state is k-conjunctive.

Then, A||B™ is defined as the transition system (S, initg, A) with

e set of global states S = (Qa) x (Qp)",

14
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Figure 2.2: State space of the disjunctive system consisting of one writer process
and two reader processes

e global initial state initg = (inita, initg, ..., initg),

e and global transition relation A C S x S with (s,s") € A iff ¢’ is obtained
from s = (qa,qs,,---,q8,) by replacing one local state g, with a new local
state g,, where p is a U-process with local transition (qps g,q;) € oy and
(s,p) Fg.

A path of a system is a sequence of states x = sy, S9,... such that for all
m < |z| there is a transition (s, Sm+1) € A based on a local transition of some
process p,,. We say that process p,, moves at moment m. A path can be finite or
infinite, and a mazimal path is a path that cannot be extended, i.e., it is either
infinite or ends in a state where no transition is enabled.

Definition 2.1.4. (Run)
A system run of a guarded protocol A||B™ is a maximal path starting in the initial
state initg.

We say that a run is initializing if every process p that moves infinitely often,
visits its local initial state init, infinitely often. The set of runs of a guarded
protocol A||B" is called the language of A||B", denoted by L(A||B").

Given a system path x = s1,9,... and a process p, the local path of p in x
is the projection z(p) = s1(p), s2(p), ... of x onto local states of p. A local path
x(p) is a local run, if x is a run.

A run is globally deadlocked if it is finite. An infinite run is locally deadlocked
for process p if there exists m such that p is disabled for all s,, with m' >
m. A run is deadlocked if it is locally or globally deadlocked. A system has a
(local/global) deadlock if it has a (locally/globally) deadlocked run. Note that
absence of local deadlocks for all p implies absence of global deadlocks, but not
the other way around.

Example 2.1.2. Figure depicts the state space for the disjunctive system
A||B?, where A is the writer and B is the reader process. Every global state stores
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the current position for each process. Initially, every local state starts in its initial
state, i.e., so = (nw, (nr,nr)). For sy the writer could access the writing state and
reach the global state (w, (nr,nr)). Alternatively, one of the reader processes can
move in sy and enter the reading state, since initially the writer is in state nw.
Thus, the global states (nw, (r,nr)) and (nw, (nr,r)) are possible successors for sg.
Furthermore, the global states (w, (r,nr)), (nw, (r,1)), (w, (nr,r)) and (w, (r,1)) are
also reachable. All possible transitions of A||B* are depicted in Figure 2.2 The
system is globally deadlock-free since there is no finite run. Howewver, it has a local
deadlock. For the run (nw, (nr,nr)), (nw, (r,nr)), ((w, (r,nr)))*, the second reader
process is disabled in its local state nr when reaching the global state (w, (r,nr)).
Since the run stays in this global state forever, the run is locally deadlocked.

2.2 LTL

In this thesis, the specifications are formulized in linear-time temporal logic
(LTL). In this section, we define the syntax and semantics of the specification
language, with definitions taken from Baier and Katoen [§].

2.2.1 Syntax

Definition 2.2.1. (Syntax of LTL)
LTL-formulas over a set of atomic propositions AP are built according to the
following grammar:

p = true|al—p|o1 Apa | Op o1l g,
where a € AP.
The operators are defined as follows:
e — is a unary operator, called negation
e A is a binary operator, called conjunction
e O is a unary operator, called next
e [/ is a binary operator, called until

LTL is defined over two different types of operators, boolean connectives and
temporal operators. Boolean connectives are also known from other logics, e.g.
predicate logics.

Using the boolean connectives — and A, we can derive some other basic
boolean connectives:
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a arbitrary arbitrary arbitrary

a @ O O O
arbitrary a arbitrary arbitrary

Oa O @ O O
a A-b a A b b arbitrary

aldb ® @ @ O
—a —a a arbitrary

Sa O O @ O

a a a a

Oa ® ® @ @

Figure 2.3: An intuitive semantics of temporal modalitites

e 1 Ve = (—p1 A —py) is a binary operator, called disjunction
® ] — o := 1 V s is a binary operator, called implication

e 1 <> o := (1 — p2) A (p2 — 1) is a binary operator, called equivalence

The next and until operator are the basic temporal operators. They are
extended by the following abbreviations:

o O i=trueld ¢ is a unary operator, called eventually
e [y = () is a unary operator, called globally

o 1 Wy := (p1U ps) Vs is a binary operator, called weak until

2.2.2 Semantics

The semantics of LTL is defined over infinite words, i.e., over infinite sequences.
In this section, we introduce the semantics and formulate when an infinite words
satisfies an LTL-formula. An infinite word is defined as follows:

Definition 2.2.2. (Infinite Word)
An infinite word or w-word on an alphabet ¥ is a sequence o : N — 3.

17
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The LTL-syntax allows an LTL-formula to contain boolean connectives and
temporal operators. In Figure [2.3| an intuition for the semantics of the tempo-
ral operators is depicted. The first column consists of an LTL-formula and the
following graph represents an infinite word that satisfies the corresponding for-
mula. Therefore, each state signals the variable assignment at this time step. If
the given LTL-formula consists only of one atomic proposition a, obviously every
infinite sequence o, where a holds initially, satisfies the LTL-formula. For the
LTL-formula QOa, every infinite sequence, where a holds at the second position,
is accepted. ald b accepts an infinite word if there is a position j such that a
holds for every position ¢ with 0 <7 < j and b holds at position j. The formula
a accepts an infinite sequence o if there is a position ¢ where a eventually
holds. The w-word where a holds in every time step, is the only one that satisfies
the LTL-formula (Ja. The formal definition of the LTL-semantics is defined as
follows.

Definition 2.2.3. (Semantics of LTL)
Let ¢ be an LTL-formula over AP. The LT-property induced by ¢ is

L(p)={o e 2) |0k ¢},

where the satisfaction relation F C (247)* x LTL is the smallest relation satisfying:

o F true
ocFa iff a € 0(0) (i.e. 0(0) Fa)
oF—p iff o ¥ v

cFE @i Npy iff o F o1 and o F s
ocEQp iff o[l,00] = 0(1)o(2)0(3)---F ¢
ocE o Uy iff 3j > 0.0[j,00] F ¢o and oli,o0] F @1 for all0 <i < j

We say that a sequence o € (247)% is a model of an LTL-formula ¢ if o = ¢.
By L(y) we denote the language of ¢, i.e., L(y) is the set of sequences o €
(24P)« that model . We distinguish between safety and liveness languages.
Intuitively, a safety property requires that ”something bad will never happen”,
whereas a liveness property states that ”something good will eventually occur”.
Thus, a safety property is violated if there exists a finite sequence violating the
specification.

Definition 2.2.4. (Bad-prefix)

A finite word w € {1,...,1} — X over some finite alphabet ¥ is called a bad-
prefix for a language L C X%, if every infinite word o € (N — X) with prefiz w
15 not in the language L.

Definition 2.2.5. (Safety Language)
A language L € (N — X) over some finite alphabet ¥ is called a safety language,
if every o ¢ L has a bad-prefix.

18
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We denote the set of bad-prefixes for a language L by BP(L). In contrast,
for liveness languages there exists no bad-prefix.

Definition 2.2.6. (Liveness Language)
A language L C (N — X)) over some finite alphabet 3 is called a liveness language,
if for every finite word w € {1,...,n} — X, there exists an infinite word o €
(N — X)) with prefiz w such that o € L.

The following theorem states that every linear time property, can be decom-
posed into a safety and liveness property.

Theorem 2.2.1. [§](Decomposition)
For any LT-property ¢ over some finite alphabet 32, there exists a safety property
Psafe OVET X and a liveness property Pieness over X such that:

‘C(SD) = 'C(stafe) N *C(Spliveness)

In this thesis, we consider liveness properties, expressed as formulas in LTL\X,
i.e., LTL formulas without the next operator Q. For a guarded protocol, defined
over process templates A and B, we consider an LTL\X formula ¢ over atomic
propositions from @ 4 and indexed propositions from Qp x {1,...,k}. We call ¢
a paramaterized specification. The satisfaction relation for a given parameterized
specification and a guarded protocol is defined as follows.

Definition 2.2.7. (Satisfaction Relation for Guarded Protocols)

Given a guarded protocol A||B™ and a parameterized specification ¢ over atomic
propositions from Q) 4 and indexed propositions from Qp x {1,... k} with k <mn,
we say that A||B™ is a model of ¢, denoted by A||B™ F ¢, iff L(A||B") C L(yp).

Thus, a guarded protocol A||B™ satisfies a parameterized specification ¢ if
every trace of A||B™ satisfies ¢. A parameterized specification ¢ defined over k
B-processes for process templates A = (Q 4, inita,04) and B = (Qp, initg, dp) is
realizable if there exist A" = (Qa,inita, ) and B’ = (@p,inita, d%) such that
A||B* E .

Example 2.2.1. Consider the following specifications over atomic propositions
from Qa = {nw,w} and Qp x {1,2} = {nr,r} x {1,2}, i.e., states from the
process templates in Figure . The specification pmutex = O(W — (nr; A nry))
ensures that none of the reader processes is in the reading state, while the writer
s currently writing. Thus, puutex S @ safety property since a word violates the
specification iff a writer s writing and at least one reader is reading at the same
time. The specification g, = O(nry — 1) AQ(nry — Ora) guarantees that
both reader processes will eventually enter the reading state whenever they are
not reading. Qi 1S a liveness property since every finite word could be fixed by
entering the reading state for both processes and remaining there forever.
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2.3 Automata

In this section, we recap the automata from Baier and Katoen [8] that are essential
for upcoming algorithms in this thesis. We start by introducing automata on finite
words. Afterwards, we present automata on infinite words, i.e., nondeterministic
Biichi automata and universal co-Biichi automata.

2.3.1 Automata on Finite Words

Definition 2.3.1. (Nondeterministic Finite Automaton)
A nondeterministic finite automaton A over a finite alphabet 3 is a tuple A =

(Qa qo, 57 F) where

e () is a finite set of states, including the initial state qqo
e §:Q x 2% xQ is a transition relation

o ' C Qs a set of accepting states

The language of an automaton .4 on finite words, denoted by £(.A), is the set
of finite words that are accepted by the automaton. A finite word w is defined
as

W= wy, Wy, ..., w, € (2",

where w; is the letter of w at position 7.

Definition 2.3.2. (Run)

A tun of a finite word o € (2%)* on a nondeterministic finite automaton A =
(@, q0,0, F) is a finite path qoqy - ..q, € QF where qy is the initial state and for
all 0 < i < n it holds that (¢, 04, ¢iv1) € 9.

Definition 2.3.3. (Accepting Run)
A run qoq - .. ¢ € QF on a nondeterministic finite automaton A = (Q, qo, 9, F)
1s accepting iff ¢, € F.

Intuitively, a run is accepting if it ends in an accepting state. A finite word w
is accepted by a finite nondeterministic automaton A iff there exists an accepting
run of w on A. We also say that w is contained in the language of A, denoted
by w € A.

The language accepted by a nondeterministic finite automaton constitutes a
regular language [§]. Vice versa, for any regular language L, there exists a non-
deterministic finite automaton A with £(A) = L. Hence, the class of regular
languages agrees with the class of languages accepted by a nondeterministic au-
tomaton. For a safety property ¢, the bad-prefix automaton Agp for ¢ is a finite
automaton where for every finite word w it holds that w € L(Apgp) iff w is a
bad-prefix for .
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Figure 2.4: Bad-Prefix Automaton for ¢ = O((w A nr;) — (nr; Wnaw))

Example 2.3.1. Consider the finite automaton in Figure and the specifica-
tion ¢ = O((w A nry) — (nry Wnw)). Intuitively ¢ requires that whenever the
writer 1s currently writing, the reader process is only allowed to start reading as
soon as the writer process is done writing. The automaton accepts a finite word
w if it reaches the accepting state q.. An accepting run has to eventually reach
q1 which is only possible if the writer is writing while the reader process is not
reading. Then, q. is reached if the reader is entering the reading state while the
writer is still writing. Thus, the automaton accepts a finite word if eventually the
reader starts reading while the writer has not finished writing, i.e., the automaton
accepts a finite word w iff w is a bad-prefix for . Hence, the the automaton is a
bad-prefix automaton for .

2.3.2 Automata on Infinite Words

Nondeterministic Biichi Automata

Definition 2.3.4. (Nondetereministic Biichi Autamaton)
A nondeterministic Biichi automaton A over a finite alphabet ¥ is a tuple (Q, qo, J, F')
where

e () is a finite set of states, including the initial state qo
e §:Q x 2% xQ is a transition relation
o ' C (Q is a set of accepting states.

The language of an automaton A on infinite words, denoted by L£(.A), is the
set of infinite words that are accepted by the automaton. An infinite word o is

defined as
O =0001...0;++ € (22)“},

where o; is the letter of o at position i.
Definition 2.3.5. (Run)
A run of an infinite word o € (2¥)* on a nondeterministic Biichi automaton

A = (Q,q,0, F) is an infinite path qoqiqs- -+ € Q¥ where qo is the initial state
and for all i > 0 it holds that (q;,04,qiv1) € 9.
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* nrq nro

Figure 2.5: Representation of the nondeterministic Biichi Automaton used in
Example and the universal co-Biichi Automaton in Example [2.3.3]

Definition 2.3.6. (Accepting Run)
A run qoqi1qe - -+ € Q¥ on a nondeterministic Biichi automaton A = (Q, qo, 9, F)
is accepting, iff ¢; € F holds for infinitely many i.

Intuitively, a run is accepting if it visits an accepting state infinitely often.
An infinite word o is accepted by a nondeterministic Biichi automaton A iff there

exists an accepting run of o on A. We also say that o is contained in the language
of A, denoted by o € L(A).

Example 2.3.2. Consider the nondeterministic Bichi automaton over the input
alphabet ¥ = {nw, w,nry,nry, 11,15} depicted in Figure . An infinite word o
15 accepted if there exists a run for o that remains in one of the accepting states
forever, i.e., in q.,q1 or qa. A run visits q. infinitely often if w eventually holds
while r1 orry hold at the same time. Thus, a word is accepted if it does not satisfy
the formula @mutex from Example [2.2.1) Further, an accepting run visits q; or qs
infinitely often if eventually nry or nry holds forever. Hence, a word is accepted
if it does not satisfy i from Example 2.2.1]. Thus, the nondeterministic Biichi
automaton accepts an infinite word o iff 0 E = (Pmutex /\ Prair) -

Universal co-Buchi Automata

Definition 2.3.7. (Universal co-Biichi Automaton)
A universal co-Biichi automaton A over a finite alphabet ¥ is a tuple (Q, qo, 9, F),
where

e () is a finite set of states, including the initial state qqo

e §:Q x 2% x Q is a transition relation
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o ['C (@ is a set of rejecting states.

Definition 2.3.8. (Run)

A tun of an infinite word o € (2¥)* on a universal co-Biichi automaton A =
(@, qo, 9, F') is an infinite path qoqi1qe - - - € Q¥ where qq is the initial state and for
all i > 0 it holds that (q;, 04, gi+1) € 0.

Definition 2.3.9. (Accepting Run)
A run qoqiq2 € Q¥ on a universal co-Biichi automaton A = (Q,qo, 9, F) is ac-
cepting, iff ¢; € F' holds for finitely many 1.

Intuitively, a run is accepting if it visits every rejecting state only finitely
often. An infinite word o is accepted by a universal co-Biichi automaton iff every
run of o on A is accepting. We also say that ¢ is contained in the language of
A, denoted by o € L(A).

Example 2.3.3. The automaton in Figure [2.5| can also be interpreted as a uni-
versal co-Bichi automaton. The automaton accepts a word o iff every run of
o visits every rejecting state, i.e., qe,q1 and qz, finitely often. As mentioned in
Example 2.3.2], a run for o wisits one of these states infinitely often if o does
not satisfy Omutex OT Ptair- Lhus, a word o is accepted by the universal co-Biichi
automaton iff 0 F ©mutex A Prair-

Biichi and co-Biichi are dual, i.e., a nondeterministic Biichi automaton can
be complemented into a universal co-Biichi automaton and vice versa. There-
fore, we switch the acceptance condition and dualize the transition function, i.e.,
nondeterministic transitions are interpreted universally and vice versa. For ex-
ample, the nondeterministic Biichi automaton A in Example[2.3.2 accepts a word
o iff 0 F =(@mutex A @rair)- The automaton can be transformed into the universal
co-Biichi automaton A’ in Example by switching the acceptance condition
and dualizing the transition function. After complementing, A’ recognizes the
complement language L£(A') = X¥\L(A), i.e., LIA") = L(@mutex A Prair)-

The following two theorems are essential for upcoming algorithms. Theorem
2.3.1|states that every LTL-formula ¢ can be transformed into a nondeterministic
Biichi automaton A with £(A) = L(¢). Theorem states that every non-
deterministic Biichi automaton A can be transformed into a universal co-Biichi
automaton A" with £(A") = L(.A), and vice versa.

Theorem 2.3.1. [38] For a given LTL-formula ¢, there is a nondeterministic
Biichi automaton A with L(A) = L(p). The size of A is exponential in the length

of .

Theorem 2.3.2. [42] Nondeterministic Biichi automata and universal co-Biichi
automata are equivalent in expressive power, i.e., they recognize the same w-
languages.
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LTL-Property ¢

|

Nondet. Biichi
Automaton A-,  System M

Yes, M = ¢  No, Trace(M) E —¢

Figure 2.6: LTL-Model-Checking

2.4 Model-Checking

In this section, we explain the principles of model-checking. After presenting
a method for model-checking general LTL-properties, we show a simplified ap-
proach to model-check safety properties from Baier and Kathoen [8]. This is
essential for upcoming repair algorithms.

In Sections and 2.2 we have described how guarded protocols can be
represented as transition systems and how we can express general properties of
a system as specifications, formulated in LTL. A given system model M models
an LTL-formula ¢ if each trace of M satisfies ¢, i.e. L(M) C L(p). A model-
checking algorithm checks whether a system models a given specification or not.
One possibility of LTL-model-checking is depicted in Figure The algorithm
consists of the following steps:

1. Preprocessing: Formulate the specification as an LTL-formula ¢ and im-
plement a system, represented by the transition system M.

2. Build a nondeterministic Biichi automaton A, for the negated formula of
@, such that £(A-,) = L(—yp), obtained by the construction in Theorem
231

3. Construct the product M ® A, of the system M and automaton A_,.

4. Check if there is a trace of M ® A, that simulates an accepting run in
A_,. If such a trace exists then M ¥ ¢, otherwise M F .

The idea is that the model checking algorithm checks if there exists a trace
of the system M that does not satisfy ¢ rather than checking if every trace of M
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satisfies . If such a trace exists then M ¥ ¢, otherwise M F . The product of
an automaton A and a system M is a transition system M’ that simulates both A
and M. So each state tells the position in A and M for a given sequence of inputs.
Checking if there exists a trace that simulates an accepting run in A is done by
performing a nested depth-first search on the product. Such a trace contains an
infinite cycle that visits an accepting state. For safety properties, a violating trace
only has to reach a "bad” state. Thus, a finite bad-prefix automaton is sufficient
and instead of checking for an accepting cycle in the product, the algorithm
checks for a finite execution that reaches an accepting state. The complexities
of model-checking safety properties and LTL-model-checking are shown in the
following theorems:

Theorem 2.4.1. [§] The time and space complexity of checking a regular safety
Property ¢ against a transition System M is in O(|M| - | Agp|), where Agp is a
bad-prefix automaton for .

Theorem 2.4.2. [8] I The LTL-model-checking problem is PSPACE-complete.
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Chapter 3

Parameterized Repair of
Guarded Protocols for Safety
Properties

In this chapter, we introduce the parameterized repair approach, introduced by
Jacobs, Sakr and Volp [36]. Further, we present their parameterized model check-
ing and deadlock detection algorithm. After showing their parameterized repair
algorithm, we discuss the limitations of their approach. We start by giving a
short motivation with examples from [36].

3.1 Motivation

Parameterized systems that are composed of an arbitrary number of processes,
are hard to get correct. The parameterized model checking method is able to
provide security guarantees that hold regardless of the number of processes. If
the parameterized model checker detects a fault in the system, it returns a pos-
sible execution that violates a given specification. However, it does not give any
information how the designer can repair the system or which behavior of the
system causes the error. Since these tasks may be nontrivial, we are interested in
a repair approach that automatically returns a correct implementation. Starting
with a nondeterministic system, the repair algorithm restricts nondeterminism
to eliminate faults in the internal behavior of a process. To repair the commu-
nication between processes, the approach selects the right options out of a set
of possible interactions. Since the easiest way to avoid incorrect behavior is to
let the system run into a deadlock as soon as possible, only repairs that do not
introduce deadlocks, are generated. The resulting repaired implementation is a
refinement such that all parameterized correctness guarantees hold regardless of
the number of processes.

Consider the parameterized system in Figure [3.1, consisting of the unsafe
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{reading}

i 3
e {writing}
(a) Unsafe Scheduler (b) Reader-Writer (c) Safe Scheduler

Figure 3.1: Motivating Example

scheduler in Figure [3.1a] and an arbitrary number of reader-writer processes,
depicted in Figure[3.1bl The processes communicate via pairwise synchronisation
such that a sending action (e.g. write!) can only proceed if another process
executes a corresponding receive action (e.g. write?). For this system, global
error states are reachable where multiple processes are in the writing-state at
the same time. In the approach, we are interested in repairing the system by
restricting the communication such that global error states are unreachable. One
possibility to avoid error states where multiple processes are writing at the same
time, is to remove all receiving actions for the scheduler in state ¢,. However,
then the system is globally deadlocked initially. Therefore, we are interested in
repairs that are deadlock-free. Figure shows a repair that is able to avoid
global error states and does not introduce deadlocks.

3.2 Problem Statement

In this section, we formally define the problem statement. First, we show how
parameterized systems can be represented as counter systems. Then, we define
the parameterized repair problem and give a high-level explanation of the repair
algorithm.

3.2.1 Counter System

In Section process templates and an explicit representation of the global
disjunctive system are represented. For fixed process templates A and B, a
guarded protocol A||B™ consists of one process A and n copies of process B. A
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global state s € (Q4) X (Qp)™ stores the current position of each local process. In
the following, we show an alternative system representation that only counts the
number of processes currently in ¢g, for each local state qg of process template
B. Such a global state is called a configuration. In the following, we formalize
this representation for disjunctive systems. The definitions are taken from [36].

Definition 3.2.1. (Configuration)
Fiz process templates A = (Q4,inita,d04) and B = (Qp,initg,dp). A configura-
tion of a system A||B™ is a tuple (qa,c), where ga € Q4 and ¢ : Qp — Ny.

We identify ¢ with the vector (c(qo),...,c(qp-1)) € NPl and also use c(i)
to refer to c(g;). Intuitively. c(g;) indicates how many processes are in state g;.
We denote by u; the unit vector with u;(i) = 1 and u;(j) = 0 for j # i.

Example 3.2.1. Consider the process templates from Figure again, where
A is the writer and B is the reader. Two possible configurations of the system
A||B? are s; = (nw, (1,1)) and sy = (w, (0,2)). s; indicates that the A-process is
currently in the local state nw, one B-process is in nr and one B-process is in the
reading state r. For the configuration sg, the A-process is currently in the writing
state w while both B-process are in the reading state r.

Given a configuration s = (g4, c), we say that a guard g of a local transition
(qu,9,qy) € Ou is satisfied in s, denoted by s kg, g, if one of the following
conditions hold:

(a) qu = qa, and 3g; € Qp with ¢; € g and c(i) > 1
(A takes the transition, a B-process is in g)

(0) qu # qa, c(qu) > 1, and g4 € g
(a B-process takes the transition, A is in g)

(¢) qu # qa, c(qu) > 1, and 3g; € Qp With ¢; # qu and c(i) > 1
(a B-process takes the transition, another B-process is in a different state
that is in g)

(d) qu # qa, c(qu) = 2, and qu € g
(a B-process takes the transition, another B-process is in the same state
that is in g)

We also say that the local transition is enabled in s.

Definition 3.2.2. (Configuration Space)
Fiz process templates A and B. The configuration space of all systems A||B™ for
arbitrary n € N, is the transition system M = (S, Sy, A) where:

e SC Q4 X NLBl is the set of states,
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Figure 3.2: Configuration space of the system A||B?, where A is the writer and
B is the reader from Figure

e Sy ={(inita),c) | c(q) = 0if ¢ # initg} is the set of initial states,

o A C S xS is the set of transitions where ((qa,c), (¢4,c')) € A iff one of
the following holds:

1. c=c and 3(qa,9,q4) € 04 with (ga,c) Fy, g
(transition of the A-process)

2. qa = ¢4 and 3¢, 9,q¢;) € dp with c(i) > 1N =c =uw; + u; and

(qa,¢) Fq, g
transition of a B-process
(

We also call M the counter system (of A and B), and call configurations states
of M, or global states.

Let s,s" € S be states of M and U € {A, B}. For a transition (s,s’) € A, we
also write s — s'. If the transition is based on local transition ty = (qu, 9, qy) €
S, we also write s % s’ or s % . Let Aleal(g) = {1, | 3’ € S 1 s LS s'}, ie.,
the set of all enabled outgoing transitions from s, and let A(s,ty) = s if s K.
Note that in the remainder of the thesis, we assume wlog. that each guard ¢ is a
singleton. This is not a restriction as any local transition (qu, ¢,q};) € 0y where
lg| > 1 can be split into |g| transitions (qu, g1, qy), - - - (qu, g/, @iy) Where for all
i <|g|:q € g is a singleton guard.

Analogously to Section [2.1] we can define a path and a run of a counter system.
A path of a counter system is a (finite or infinite) sequence of states x = s1, s, . ..
such that s, — sm41 for all m < |z|. A mazimal path is a path that cannot be
extended, and a run is a maximal path starting in an initial state. We say that
a run is globally deadlocked if it is finite. Note that every run s, ss,... of the
counter system corresponds to a run of a fixed A||B™, i.e. the number of processes
does not change during a run. Given a set of error states FRR C S, an error
path is a finite path that starts in an initial state and ends in EFRR.

Example 3.2.2. Figure |3.2| shows the configuration space for one writer and
two copies of the reader process. The initial configuration is sy = (nw, (2,0)),
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Figure 3.3: Parameterized repair of concurrent systems

i.e., none of the processes is writing or reading. In so the writer can either en-
ter the writing state resulting in the global state s; = (w,(2,0)), or one of the
reader processes can enter the reading state resulting in the global state sy =
(nw, (1,1)). Furthermore, the configuration space includes the configurations
(nw, (0,2)), (w,(1,1)) and (w,(0,2)) with the depicted transitions. The system
18 deadlock-free since it contains no globally deadlocked run.

3.2.2 Parameterized Repair

In the following, we define the parameterized repair problem. Then, we show a
high-level parameterized repair algorithm and discuss its challenges.

Problem 3.2.1. (Parameterized Repair Problem)

Let M = (S, So, A) be the counter system for process templates A = (Q 4, inita,d4),
B = (@, initg,dp), and a set of error states ERR C Q4 X NgBl. The parameter-
ized repair problem is to decide if there ezist process templates A" = (Q 4, inita, d'y)
with 0’y C 04 and B' = (@ g, initg, d%5) with d3 C dp such that the counter system
M’ for A" and B’ is globally deadlock-free and does not reach any state in ERR.

If they exist, we call &' = ¢y U dy a repair for A and B. We call M’ the
restriction of M to ¢', also denoted Restrict(M,J").

Figure gives an overview of the parameterized repair algorithm. For a
given counter system M that is based on process templates A and B, the algo-
rithm checks if any error state in ERR is reachable. If the model checker detects
no reachable error state, the counter system M is already correct. Otherwise,
the model checker returns an error sequence &, i.e. one or more error paths that
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start in an initial state in M and end in a state in FRR. Then, the algorithm
refines constraints over A and B such that any error path in £ is avoided. These
constraints are forwarded to a SAT-solver to find refinements of A and B that
satisfy the constraint system and avoid any error path in £. The generated re-
striction ¢’ = ¢/, U d; restricts the non-deterministic transition relations of A and
B, i.e., it consists of subsets 4/, C §, and 6, C J, of the local transition relations.
Then, 0’ is used to restrict M. If the SAT-solver is unable to find a restriction,
then the counter system cannot be repaired for ERR. In the next step, the algo-
rithm checks if the restriction ¢’ introduced any global deadlocks. The deadlock
checker works similarly to the model checker by checking if any deadlocked state
is reachable rather than an error state. If a deadlock can be detected, a dead-
locked sequence &’ is encoded into constraints to refine the constraint system.
Otherwise the restricted counter system M’ is sent to the model checker for the
next iteration.

In Section [3.3, we show how the model checker generates error sequences that
allow us to refine the constraint system to avoid any error path. Furthermore, we
present how the parameterized deadlock checker supplies similar information as
the model checker. In Section we show how to encode the supplied informa-
tion from model checking and deadlock detection into constraints such that the
resulting restriction avoids any error path that has already been found. Further,
we present the paramaterized repair algorithm.

3.3 Parameterized Model Checking

In this section, we show how we can efficiently model check counter systems.
Before introducing a parameterized model checking algorithm, we present how
counter systems can be framed as well-structured transition systems (WSTS).
Last, we show how the algorithm can be modified to detect deadlocked states.

3.3.1 Counter Systems as WSTS

For a given set of error states FRR, a counter system M based on process tem-
plates A and B is correct, if for every n, A||B™ reaches no state in ERR. The
standard model checking method, shown in Section [2.4] performs a reachability
analysis to check for finite executions that end in an error state. This method
works for all finite systems. However, a counter system has an infinite state space
since it contains the configuration space of all systems A||B™. In Section m,
we present a parameterized model checking algorithm that works for counter
systems. Therefore, we need to frame counter systems as WSTS. We start by
introducing a well-quasi-order.
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Definition 3.3.1. (well-quasi-order)

Given a set of states S, a binary relation < C S X S is a well-quasi-order (wqo)
if < is reflexive, transitive, and if any infinite sequence Sg, s1,... € S¥ contains
a pair s; = s; with i < j.

A subset R C S'is an antichain if any two distinct elements of R are incompa-
rable wrt. <. Therefore, < is a wqo on S iff it is well-founded and has no infinite
antichain.

Example 3.3.1. The ordering < is a wgo on N. However, < is not a wqo on 7Z,
because the infinite sequence s = 0,—1,—2,—=3,... 1is infinitely decreasing. For
s, there is no pair s; < s; with 1 < j.

For well-quasi-orders, we can define the following property which helps us to
find a finite basis for an infinite set:

Definition 3.3.2. (upwards closure)
Let < be a wgo on S. The upwards closure of a set R C S, denoted TR, is the
set {s€ S|3s € R:s <s}.

We say that R is upwards-closed if TR = R. If R is upwards-closed, then we
call B C S a basis of R if 1B = R. If < is also antisymmetric, then any basis of
R has a unique subset of minimal elements. We call this set the minimal basis
of R, denoted minBasis(R).

Example 3.3.2. Consider the wqgo < on N? where < is the component-wise
ordering on vectors. For R = {(2,1),(1,3)}, the vector (2,2) is in the upwards
closure TR since (2,1) < (2,2), However, (1,2) ¢ TR since (2,1) £ (1,2) and
(1,3) £ (1,2). A minimal basis for TR is {(2,1),(1,3)}.

In the following, we define if a wqo is compatible with a given system, i.e. if
a wqo can be used to compare different states of the system. For parameterized
systems, a compatible wqo can be used to compare states and their successors
for systems of a different size. Further, this allows us to define a WSTS.

Definition 3.3.3. (compatible)
Given a counter system M = (S, Sy, A), a wgo < S x S is compatible with A iff
the following holds:

Vs,s',\reS:ifs— s and s < r then Ir" with s’ X r' and r —* 1.

In Definition [3.3.3, » —* 7’ denotes that r’ is reachable from r by taking one
or more transitions. We say that < is strongly compatible with A if the above
holds with » — 7’ instead of r —* r/.

Definition 3.3.4. (WSTS)
For a given counter system M = (S, Sy, A), (M, =) is a well-structured transition
system of < is a wqo on S that is compatible with A.
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{(q4,(0,2))}

Figure 3.4: Counter Systems as WSTS with <

The following lemma shows a wqo < that is compatible with a counter system
M such that (M, 5) is a WSTS:

Lemma 3.3.1. [36] Let M = (S, Sy, A) be a counter system for process templates
A, B, and let LT S x S be the binary relation defined by:

(qa,¢) S (dy, ) & (a=dyNnecSC),

where S is the component-wise ordering of vectors. Then (M,3) is a WSTS.

Example 3.3.3. Figure 3.4 illustrates the wqo from Lemma [3.3.1 For R =
{(qa,(0,2))} the states (qa,(0,3)) and (qa,(2,3)) are in TR. However, the con-
figuration (qg, (0,2)) is not in the upwards closure of R since the local state
for process A is in a different state. Further, (qa,(2,1)) is not in TR because

(0,2) £ (2,1).

By framing a counter system as a WSTS, we can represent and compare states
of different systems size. Further, the upwards closure of an infinite set of states
can be represented by a finite minimal basis. With this representation, we can
compute the predecessor of an upwards closure. This is essential for the model
checking algorithm.

Definition 3.3.5. (Predecessor)
Let M = (S, So, A) be a counter system and let R C S. Then the set of immediate
predecessors of R is

pred(R) ={se S|aIre R:s—r}.

A WSTS (M, 5) has effective pred-basis if there exists an algorithm that takes
as input any finite set R C S and returns a finite basis of Tpred(1R). For a given
set R C S that is upwards-closed with respect to <, pred(R) is upwards-closed
iff < is strongly compatible with A.
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Algorithm 1 Parameterized Model Checking

1: procedure MODELCHECK (M, ERR)

2 temporarySet <+ ERR, Eq < ERR, i < 1, visistedSet < ()
3 //If temporarySet = visitedSet then a fixed point is reached
4 while temporarySet # visitedSet do

5: visitedSet < temporarySet
6
7
8
9

E; < minBasis(Tpred(TE;_1))
//Check intersection with initial states
if £;,N Sy # () then

return (False,{Fy,..., F1 N Sy})

10: temporarySet < minBasis(visitedSet U E;)
11: i i+1
12:  return (True, ()

For a given set of error states R, the model checking algorithm needs to
perform a backwards reachability analysis to check if it can reach an initial state.
Therefore, it is essential to compute pred*(R) as the limit of the sequence Ry C
Ry C ... where Ry = Rand R;,; = R;Upred(R;). If we have strong compatibility
and effective pred-basis, then we can compute pred*(R) for any upwards-closed
set R and reachability of arbitrary upwards-closed set is decidable. Lemma [3.3.2
states that we can effectively compute the predecessors for counter systems. This
can be seen in detail in the model checking algorithm in the following Section

3.5.2

Lemma 3.3.2. [36] Let M = (S, Sy, A) be a counter system for process templates
A and B. Then (M, 3) has effective pred-basis.

3.3.2 Parameterized Model Checking Algorithm

For a given counter system M = (S, Sy, A), based on process templates A and
B, and a finite basis FRR of the set of error states, the parameterized model
checking algorithm checks if there exists an n € Ny, such that an error state is
reachable in A||B". The algorithm performs a backwards reachability analysis
and returns an error sequence, from which we can derive concrete error paths.
The following algorithm has been shown to be correct and to terminate [36].

Algorithm 1| shows how to perform parameterized model checking by iter-
atively computing the set of predecessors until it reaches an initial state, or a
fixed point. If a fixed point is reached, then the algorithm returns True, i.e. the
system is safe. Otherwise the procedure returns an error sequence Ej, ..., Ef,
where Fy = ERR, V0 < i < k : E; = minBasis(Tpred(1TE;_1)), and E, =
minBasis(Tpred(TEx_1)) N Sp. Intuitively, every E; contains a minimal basis of
the states that can reach FRR in i steps.
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Figure 3.5: Parameterized Model Checking

Example 3.3.4. Consider the writer-reader system in Figures and [3.5D]
We assume that the error states are all states where the writer is in w while at
least one reader is in the reading state r, i.e., TERR = {(w, (io,1)) | (w,(0,1)) S
(w, (ig,i1))}. A finite basis for the error states is ERR = Ey = {(w,(0,1))}.
For Ey, the algorithm iteratively computes the set of predecessors, as described
i Lemma |3.3.2 Figure depicts the predecessor computation. States of TFEy
can be reached by taking one of the local transitions ty,ty or ts, i.e., Tpred(TEy)
= M{(nw, (0,1)), (nw, (1,1)), (w, (0,1))}. A minimal basis for the set of prede-
cessors is By = {(nw, (0,1)), (w, (0,1))}, indicated by pruning the states. Since
E4 contains no initial state and the algorithm has not reached a fized point, we
continue by computing the next set of predecessors for TE,. States of TE; can be
reached by taking one of the local transitions t; for 0 < ¢ < 7. A minimal basis is
Ey = {(nw, (1,0)), (nw, (0, 1)), (w,(0,1))}. Since Eg NSy # O, an error state is
reachable and the error sequence {Ey, Ev, {(nw, (1,0))}} is returned.

3.3.3 Deadlock Detection

When repairing concurrent systems, it needs to be guaranteed that a repair does
not introduce a deadlock. In the following, we show how the paramaterized model
checking algorithm can be adapted to detect deadlocks.
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First, note that that we cannot directly use the model checking algorithm to
check reachability of deadlocked state. To see this, let s = (g4, ¢) be a deadlocked
state. Thus, c(i) = 0 for every ¢; that appears in a guard of an outgoing local
transition from s. For a global state s’ = (¢/y,c¢’) with s 5 s’ where ¢/(z) > 0
for one of these ¢;, some transition for s’ is enabled. Thus, s’ is not deadlocked
and the set of deadlocked set is not upwards-closed under g from Section .
Hence, we need a refined wqo for deadlock detection. We assume wlog. that dp
does not contain any transition where ¢; is guarded by g¢;, i.e. a transition of the
form (g;, {¢i},q;). This is not a restriction since any system can be transformed
into one that satisfies the assumption, with a linear blowup in the number of
states, and preserves reachability properties.

Definition 3.3.6. (Refined wqo)
Let <q C Nl)B| X NloB| where ¢ So ¢ iff ¢ S and Vi < |B|:(c(i) =0) < (c(i) =
0). Then, the refined wqo $oC S x S for deadlock detection is defined as:

(¢a,¢) So (d4,¢) & (aa=dsNe So ).
Note that any set of deadlocked states is upwards-closed with respect to So.

Example 3.3.5. Consider the states so = (qa, (0,2,1)), s1 = (qa,(0,2,3)) and
s2 = (qa,(1,2,3)). It holds that sy < s1 and sy S s2. Further, so <o s1-
However, sy Lo s2, since at the first position the value for the vector for sy is not
0. Thus, o additionally checks if for every position, the value of the state vector
for process B does not differ if it is 0.

The following lemma states that a counter system is a WSTS for <.

Lemma 3.3.3. [36] Let M = (S, So, A) be a counter system for process templates
A and B. Then, (M, <o) is a WSTS.

As shown in Section [3.3.1] for a given set R C S that is upwards-closed
with respect to <, pred(R) is upwards-closed iff < is strongly compatible with A.
Since g is not strongly compatible with A, pred(R) is not upwards closed, for any
upwards-closed set R with respect to 5o. Thus, we cannot use upwards-closed
sets for computing pred”(R) when checking reachability of deadlocked states.
Therefore, we introduce an overapproximation of pred(R) that is upwards-closed
with respect to <o. Furthermore, the following overapproximation is safe in
the sense that every state in the overapproximation is backwards reachable in a
number of steps from R.

Definition 3.3.7. (O-Predecessor)
Let M = (S, Sy, A) be a counter system for process templates A, B and let R C S.
Then the set of O-predecessors of R is

opred(R) = pred(R) U {(qa, ¢) € S|3(d4. ¢) € R, tg = (¢i,9,4;) € 0B :
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(g4, €) BH(dy, €) A (e(j) = 0V €(i) = 0)},

where (qa, €) 1B+ (¢4, €) denotes that (¢'y, €) is reachable from (qa, ¢) by executing
the local transition tg one or more times.

Lemma 3.3.4. [36] Let R C S be upwards-closed with respect to Jo. Then
opred(R) is upwards-closed with respect to Jo.

A WSTS (M, <o) has effective opred-basis if there exists an algorithm that
takes as input any finite set of set R C S and returns a finite basis of Topred(TR).
Lemma shows how to compute a basis of Topred(TR) from a basis R.

Lemma 3.3.5. [36] Let M = (S, Sy, A) be a counter system for process templates
A and B. Then (M, <) is a WSTS with effective opred-basis.

Based on these results, Theorem shows decidability for deadlock detec-

tion in disjunctive systems.

Theorem 3.3.1. [36] Deadlock detection in disjunctive systems is decidable in
NEXP-TIME.

By modifying Algorithm [, we can perform deadlock detection in a counter
system M. Instead of a set of error states ERR, we pass a basis of the deadlocked
states. In Line [0 the overapproximation opred is computed instead of pred, as
described in Lemma Furthermore, the computation of a minimal basis
needs to be done with respect to the refined wqo <o in Lines @ and . By
following the proof idea of Theorem the algorithm terminates and runs in
2EXPTIME.

3.4 Parameterized Repair Algorithm

In this section, we present a parameterized repair algorithm that interleaves the
backwards parameterized model checking algorithm from Section [3.3] with a for-
wards reachability analysis to generate candidate repairs.

3.4.1 Reachable Error Sequence

For a given counter system M of process templates A = (Qa,inits,d4) and
B = (@p,initg,0p), and a set of error states ERR, a parameterized repair al-
gorithm generates a refinement ¢’ of M such that no state in ERR is reach-
able iff the system can be repaired, i.e., there exists a counter system M’ of
A" = (Qa,inita,d,) and B = (@p, initg, d) that reaches no state in FRR. As
described in Section [3.2.2] a parameterized model checker is used to generate
error sequences. By performing a forward reachability analysis, we can extract
concrete reachable error paths. Before defining a reachable error sequence, we
need to define the set of immediate successors.
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Definition 3.4.1. (Successor)
Let M = (S, Sy, A) be a counter system and R C S. Then the set of immediate
successors of R is

Succ(R) ={s' € S|Is€ R:s — §'}.
For s € S, let Alecal(s R) = {ty € § |ty € Al°l(s) A A(s, ty) € R}.

Definition 3.4.2. (Reachable error sequence)
Given an error sequence Ey, . .., Ey, the reachable error sequence RE = RE), ..., RE
is defined by REy = Ey and RE;_1 = Succ(RE;) NTE;_1 for 1 <i<k.

Note that by definition, E} only contains initial states. Intuitively, RE rep-
resents a set of concrete error paths of length k since each RFE; is a set of states
that can reach TERR in i steps, and RE; is reachable from Sy in k — i steps.

Example 3.4.1. Consider Example with the counter system for the process
templates in Figure 3.5l and ERR = {(w,(0,1))}. The parameterized model check-
ing algorithm returned the error sequence Ey, Fy, Ey, where By = ERR, E; =
{(nw, (0,1)), (w, (0,1))} and Es = {(nw, (1,0))}. For this error sequence, we can
compute the reachable error sequence RE = REy, RE1, REs; where REy = Fs.
Furthermore, RE; = Succ(RE2) NTE, = {(nw, (0,1))} and REy = Succ(RE;) N
TEy = {(Wa (Ov 1>>}

3.4.2 Constraint Solving for Candidate Repairs

The parameterized model checking algorithm generates candidate repairs until
the counter system is correct. Each candidate repair has to avoid all error paths
that have been discovered so far. Therefore, every reachable error sequence is
encoded into constraints such that the corresponding concrete error paths are
unreachable. The SAT-based generation of candidate repairs is guided by con-
straints over the local transitions 0 as atomic propositions of the underlying pro-
cess process templates. A satisfying assignment of the constraints corresponds to
the candidate repair ¢’, where only transition that are assigned true remain in ¢§'.

Algorithm [2| shows how to build constraints for a given reversed reachable
error sequence RE = RE,, ..., REy such that a candidate repair avoids error
paths of RE. The algorithm performs a forward reachability analysis for every
initial state s € RE) to build constraints for each concrete error path that starts
in s. An error path is unreachable if for any step, all local transitions that lead
to the successor, are removed by the candidate repair.

Example 3.4.2. Consider the reversed reachable error sequence RE = RFEy, RE,
REy from Ezample |3.4.1 A candidate repair &' has to remove local transitions

39



CHAPTER 3. PARAMETERIZED REPAIR OF GUARDED PROTOCOLS
FOR SAFETY PROPERTIES

Algorithm 2 Build Constraints

1: //RE is a reachable error sequence
2: procedure BUILDCONSTRAINTS(RE)

3: constraint < true

4: //build constraints for each error path starting in the initial state s

5: for s € RE[0] do

6: //REIL 1] is a list obtained by removing the first element from RE
7 constraint <— constraint A BUILDCONSTRAINT(s, RE[1 :])

8: return constraint

9:

10: procedure BUILDCONSTRAINT(S, RE)

11: if RE[1 :] isEmpty then

12: //if ty € Alocal(s) leads to RE[0], delete it

13: return A\, awcai(s repo)) U

14: else

15: //if ty leads to RE[0], delete ty or ensure unreachability for the

16: //remaining error sequence RE[1 :] in A(s, ty)

17: return /\; c e (s repo)) (Tt VBUILDCONSTRAINT(A(s, ty), RE[L 1))

from the process templates in Figures [3.5al and [3.5b| such that all concrete er-
ror paths of RE are unreachable. Since REy only contains one initial state,
i.e. so = {(nw, (1,0))}, the algorithm only checks for error paths starting in sg.
sg can reach a state of RE, by taking the local transition ts resulting in state
s1 = {(nw, (0,1))}. For sy, the error state {(w, (0,1))} is reachable by taking t;.
Thus, the algorithm generates the constraint —ts \V —ts and a candidate repair o'
has to remove at least t, or ts.

To avoid the construction of candidate repairs that violate the totality as-
sumption, i.e. every local state in Q4 U Qg has at least one local outgoing tran-
sition, every repair has to additionally satisfy the following constraint:

TRConstr = /\ \/ ta A /\ \/ ts

qA€QAtAE64(qa) qB€QB t€da(gn)

In Example |3.4.2] a candidate repair ¢’ is not allowed to delete t5, because
otherwise ¢’ would remove all local transitions of the local state nr. Furthermore,
the constraint system can be extended with user-designed constraints such that
a repair conforms with the designer’s requirements. For example, the designer
could add constraints to ensure that certain states remain reachable in the repair.
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Algorithm 3 Parameterized Repair

1: procedure PARAMETERIZEDREPAIR(M, ERR,initConstraint)

2 M' < M, accumConstraint < initConstraint, isCorrect < False
3 // loop until a repair is found or unrealizability is detected

4 while lisCorrect do

5: (isCorrect, [Ey, ..., Ey]) < MODELCHECK(M', ERR)

6 if lisCorrect then

7 // Ej. contains only initial states

8 REkFEk,Z(—k—l

9: while i # 0 do

10: RE; + SUCC(REH_l) N TEz

11: 141—1

12: //for every state in REj compute the corresponding constraints
13: newConstraint < BUILDCONSTRAINTS([RE, ..., REy])

14: //append current constraints to previous iterations’ constraints
15: accumConstraint <— accumConstraint A newConstraint

16: (0’ isSat) < SAT (accumConstraint)

17: if lisSat then

18: return Unrealizable

19: compute a new candidate using ¢’

20: M'" < Restrict(M, ")

21: else

22: //repair is found

23: return ¢’

3.4.3 Parameterized Repair Algorithm

Algorithm [3] shows how to construct a parameterized repair for a given counter
system M, a set of error states £ RR and initial boolean constraints initConstraint
on the local transition relations including the totality constraint TRConstr. The
algorithm interleaves the backwards model checking algorithm with a forwards
reachability analysis and the computation of candidate repairs. The algorithm
starts by using a parameterized model checker to generate an error sequence in
Line [f following Algorithm [T} After computing the reachable error sequence RE,
the constraint system is updated with the constraints generated by Algorithm [2in
Line[13] Then, a SAT-solver is used to find a candidate repair §’ for the updated
constraint system in Line (16, Then these steps are repeated for the restricted
counter system with respect to ¢’. The algorithm returns either a repair if the
model checker detects no more error sequences or Unrealizable to denote that
no repair exists. The algorithm always terminates as shown in [36]. A detailed
example of the parameterized model checking algorithm is shown in Example

B.51
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Note that Algorithm [3| does not include a deadlock detection to avoid repairs
that introduce deadlocks. However, it can be extended with a subprocedure for
deadlock detection based on the approach in Section [3.3.3] Then, the subpro-
cedure is called in an interleaving way with the parameterized model checker as
described in Section [3.2.2]

The following Theorems [3.4.1] and [3.4.2] state that Algorithm [3]is sound and
complete.

Theorem 3.4.1. [36] (Soundness). For every repair §' returned by Algorithm [3]
o Restrict(M,d") is safe, i.e., TERR is unreachable, and
e the transition relation of Restrict(M,d') is total.

Theorem 3.4.2. [36] (Completeness). If Algorithm 3| returns Unrealizable, then
the paramaterized system has no repair.

3.5 Extensions and Limitations

In this section, we discuss how the presented parameterized repair approach can
be extended and modified to repair systems that go beyond disjunctive systems,
for general safety properties. Furthermore, we show the limitations of this ap-
proach and state the open problems that are solved in the remainder of the thesis.

3.5.1 Beyond Reachability

The presented Algorithm [3|can also be used for repairing general safety properties
based on the automata-theoretic model-checking approach described in Section
2.4l To this end, the safety property ¢ is encoded into a bad-prefix automaton
A, that accepts all runs of the counter system A||B™ that violate ¢. We build
the product of the original system M with the automaton A, and explicit copies
of B that appear in . By defining a refined wqo that additionally checks if the
automaton is in the same local state for two global states, we can run Algorithm
to check for executions that violate . Analogously, we can modify the repair
algorithm that generates candidate repairs with respect to the refined wqo to find
a repair that satisfies ¢.

Example 3.5.1. Consider the parameterized system consisting of one writer and
reader-processes from Figure 2.1 Assume that the local transition (nr, {nw},1), is
an unguarded transition instead, i.e., the transition (nr, Qs UQpg,r). We want to
repair the system for the general safety property ¢ = O((w Anry) — (nr; Wnaw))
from Ezxample 2.3.1]. Figure depicts the bad-prefix automaton A equivalent
to =p. We run the parameterized repair algorithm on the product M x B x A
and the error states {((—, —, (*, %)), ¢e) }, where (—, —) means any writer and any
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reader state, and * means 0 or 1. Thus, the system is not allowed to have an
execution reaching the error state q. of the finite automaton. The model checker
may return the following error sequences:

={((= = (%)), qe)}
E1 = {((w,11,(0,0)),q1)}
{((W7nr1’(070))7 0),((W,nrl,(0,1)),q0),((W,nrl,(l,())),qo)}
{((DW, nrl,((),())),qg),((nw, Ill"l,(0,1)),(]0),((W,Il,(O,O)),QQ),
((w,1,(0,1)), q0), (W, 11, (1,0)),0) }

After updating the constraint system, the SAT-solver finds out that the error
sequence can be avoided by removing the local transitions (nr, {nr},r), (nr, {r},r)
and (nr,{w},r). The next call to the model checker assures that the restricted
system is safe. Note that some states were omitted from error sequences in this
example for a simpler presentation.

However, the presented approach is not able to guarantee any liveness prop-
erties, like termination or the absence of undesired loops. The main problem is
that liveness checking cannot be reduced to a reachability problem. For liveness
properties, we need a parameterized model checking algorithm that checks for
executions with an infinite cycle violating the property. In Chapter [4 we present
a parameterized model checking algorithm for liveness properties and show how
the parameterized repair algorithm can be modified to include liveness repair.

3.5.2 Beyond Disjunctive Systems

The parameterized repair algorithm can be extended to other system classes that
can be framed as WSTS. These systems include conjunctive systems, rendezvous
systems and systems based on broadcast protocols. For synchronous transitions,
we have to modify the initial constraint TRConstr to ensure that the repair is
total for pairwise rendezvous and broadcast systems. Furthermore, a modified
version of the procedure BUILDCONSTRAINTS has to be used when a transition
relation comprises synchronous actions. When repairing synchronous systems,
the main challenge is how to exclude deadlocks. While deadlock detection is de-
cidable for rendezvous system by reduction to reachability in vector addition sys-
tems (VASS) [17, 31], Theorem shows that deadlock detection for broadcast
protocols is undecidable. However, for the over-approximation of lossy broadcast
systems, deadlock detection is decidable [I8].

Theorem 3.5.1. [36] Deadlock detection in broadcast protocols is undecidable.

3.5.3 Limitations

If a given parameterized system cannot be repaired, the presented approach offers
no additional feedback. Instead, the designer has to add more non-determinism or
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allow for more communication between processes, and run the algorithm again.
This may be a non-trivial and exhausting task. Therefore, in Chapter [5] we
present an operation-based repair approach, where the repair algorithm can also
introduce more communication between processes. Since the designer usually
wants a repair that is close to the implemented system, we introduce minimal
repairs in Chapter [} Intuitively, a minimal repair is a repair that only applies
changes that are necessary. Since the generation of minimal repairs is done with
constraints on the local transitions, the presented repair algorithm can easily be
modified to minimally repair a system as well.
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Chapter 4

Refinement-Based Parameterized
Repair of (Guarded Protocols for
Liveness Properties

In this chapter, we show how to modify the parameterized repair algorithm from
Jacobs, Sakr and Voélp [36] to minimally repair guarded protocols for liveness
properties. We introduce cutoffs to reduce the paramaterized model checking
problem to model checking of finite state systems. Furthermore, we show how
to extend the constraint system to generate minimal candidate repair that are
globally deadlock-free. Last, we discuss the limitations of our approach. We start
by giving a motivating example.

4.1 Motivating Example

Consider the parameterized system for one writer and reader processes from Fig-
ure 2.1} As shown in Example [3.5.1] the system is safe with respect to the prop-
erty Ysafe = O((wAnDry) — (nry Wnw)). However, possible system executions still
include runs where the writer eventually stays in either the writing state w or in
the initial state nw forever. This may not satisfy the designer’s intent. By adding
the additional property . = O nw A w, the designer wants to repair the
system and to guarantee that the writer does not eventually remain in the same
state forever. However, the existing repair approach presented in Chapter |3| does
not work for liveness properties. Since every property can be decomposed into a
safety and a liveness property by Theorem [2.2.1] we need a parameterized repair
algorithm for liveness properties. In the following, we show how we can modify
the existing repair approach such that we can repair parameterized systems for
liveness properties. A repair for ¢, is shown in Figure By removing the
transition (w,r, w), the writer cannot stay in w forever. Further, by removing the
transitions (r,nw,r), (r,nw,nr), (r,nr,nr) and (r,r,nr), the writer has to eventu-
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: nw}:

) Writer (b) Reader

Figure 4.1: A possible repair for (e

ally change its current state. Thus, the writer cannot stay in the writing state w
or in the initial state nw forever at some point. Another refinement which would
have also repaired the system with respect to ¢jve, could additionally delete the
transition (nw,r, w). Then, the process templates would still be total, the system
would not be deadlocked and the system satisfies ). However, the designer
is usually interested most in repairs that allow for as much communication as
possible. Therefore, we show how to minimally repair a system such that no
transition is removed that is not responsible for an incorrect execution.

4.2 Problem Statement

In this section, we define the parameterized minimal repair problem and give
a high-level overview about the modifications of the parameterized repair algo-
rithm such that it can repair guarded protocols for liveness properties. We start
by defining a minimal repair.

In the following, we only consider disjunctive systems. In Section [4.6] we
explain how the repair algorithm can be modified to repair other system classes
where liveness checking is decidable. Liveness properties are formulated as a pa-
rameterized specification . As defined in Section 2.2} ¢ is an LTL\X formula over
atomic propositions from ) 4 and indexed propositions from Qg x{1,...,k}. The
next-time operator has to be excluded such that liveness checking of disjunctive
systems is decidable [I3]. Furthermore, the explicit representation of parame-
terized systems from Section is used rather than the counter system, since
our approach relies on techniques that use the explicit representation. These
techniques include model checking of finite-state systems.

Definition 4.2.1. (Minimal Repair)

Given the process templates A = (Qa,inita,d4) and B = (Qp,initg,dp), and
a parameterized specification ¢ defined over atomic propositions from Q4 and
indexed propositions from Qp x {1,...,k}. A set of transitions 0’ = ¢y U d
with 0"y C 04 and 8% C 0p is a repair for A, B and ¢ iff Vn >k : A'||B™ E ¢,
A'l|B™ is globally deadlock-free, and A', B' are total for A" = (Qa, inita,dy) and
B' = (Qp,initg,d%). A repair ¢ is minimal iff there exists no repair §" with
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{r}, {nr} {nw}, {w}

{r}, {nr} {nw}

(a) Writer (b) Reader

Figure 4.2: Process templates used in Lemma

1671 > 10"].

If ¢’ is a minimal repair, we also say that ¢’ minimally repairs A and B for .
Intuitively a repair is minimal if there is no repair that removes less transitions,
i.e. only transitions are removed that are responsible for incorrect executions.

Example 4.2.1. Consider the process templates in Figure and the live-
ness property o = OO w. The system wviolates the specification since there are
executions where the writer remains in the initial state forever, i.e., for one
reader process the run ((nw,nr),(nw,r)). A repair for ¢ is 6’ = &'y Uy with
8y = 0aA\{(w,r,w)} and 0 = {(nr,nw,r),(r,w,r)}. However, §' is not a minimal
repair since there exists the repair 8" = 0, Udy with [0”| > |0'|. In fact, the repair
0" is minimal.

While a minimal repair ensures that only transitions are removed that are
responsible for an incorrect execution, the following lemma states that minimal
repairs are not unique.

Lemma 4.2.1. There exist process templates A, B, a parameterized specification
@ and minimal repairs 61,09 for A, B, and ¢ with §; # Js.

Proof. Let A = (Qa,nw,04) and B = (@Qp,nr,dp) with Q4 = {nw,w}, Qp =
{nr,;r}, 4 = {(aw,{nr}, w), (nw, {r}, w), (w, {nr},nw), (w, {r},nw)} and dp =
{(nr, {nw},1), (ur, {w},1), (r, {w},1), (v, {nw},nr)}. Figure[d.2]illustrates the pro-
cess templates where A is the writer and B the reader. For ¢ = OO w, Vn >
1 : A||B™ ¥ ¢ since there exists a run where only process B; moves by tak-
ing the transitions (nr,{nw},r) and (r, {nw},nr). Thus, w never holds. §; =
daUdp\{(nr, {nw},r)} and (r, {nw}, nr) are minimal repairs for A, B and ¢ since
for both restrictions a B-process eventuall can only move when A is in w. Since
01 # do, minimal repairs are not necessarily unique. O]

Before giving an overview about the modifications to the repair algorithm from
Chapter [3| such that it can generate minimal repairs for parameterized systems
for liveness properties, we define the parameterized minimal repair problem.
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Figure 4.3: Parameterized minimal repair for liveness properties

Problem 4.2.1. (Parameterized Minimal Repair Problem)

Given the process templates A = (Qa,inita,d4) and B = (Qp,initg,dp), and
a parameterized specification ¢ defined over atomic propositions from Q4 and
indezed propositions from Qp x {1,...,k}. The parameterized minimal repair
problem is to decide if there exists a minimal repair 6" = &'y Udy for A, B and .

Figure shows a high-level overview about the modifications to the repair
algorithm such that it can minimally repair disjunctive systems for liveness prop-
erties. The modifications preserve the general structure of the repair approach.
Instead of giving a set of error states as input, the algorithm is given a param-
eterized specification ¢ expressing a liveness property. Furthermore, the inputs
include the process templates A, B and a cutoff ¢. A cutoff ¢ is a bound that
ensures that if the system A||B¢ satisfies ¢ then Vn > ¢ : A||B" E ¢. In Sec-
tion [4.3.1] cutoffs are defined and it is showed how to compute a cutoff for a
given specification ¢ and process templates A, B. Cutoffs allow to reduce the
parameterized model checking problem to model checking the finite-state sys-
tem A||B¢. By replacing the parameterized model checker with a traditional
finite-state model checker, the repair algorithm from Chapter [3| can repair pa-
rameterized systems for liveness properties. By extending the constraint system,
minimal repairs can be constructed. Therefore, the refined constraint system in-
cludes a cost constraint for a given cost k, that counts the number of removed
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transitions. If there exists no repair that deletes at most k£ many transitions
then the cost bound is increased and the constraints are refined. A maximal cost
bound ensures that the algorithm terminates if there exists no repair. If a repair
for bound k is found by the SAT-solver, the process templates are restricted and
forwarded to the deadlock checker. Deadlock detection can be done using the
techniques explained in Section [3.3.3] The remaining steps work analogously to
the existing approach presented in Section [3.2.2]

4.3 Parameterized Model Checking for Liveness
Properties

In this section, we show how to model check paramaterized systems for liveness
properties. We reduce parameterized model checking to model checking finite-
state systems by introducing cutoffs.

4.3.1 Cutoff

A common approach for parameterized model checking is to reduce the problem
to model checking cutoff-sized systems. The definitions are taken from Jacobs

and Sakr [35].

Definition 4.3.1. (Cutoff)
Given a class of process templates T, and a class of properties P. A cutoff is a
number ¢ € N such that for all A, B €T, p € P andn > c:

A|lB"E ¢ < A||B°E o.

Intuitively, a cutoff is a number ¢ that guarantees that a property ¢ that
is satisfied or violated in the system A||B¢, is also satisfied or violated in any
system A||B™ with n > c¢. Note that the existence of a cutoff implies that the
parameterized model checking and parameterized deadlock detection problems
are decidable iff model checking and deadlock detection for their cutoff-sized
systems are decidable.

Let ¢ be a cutoff for process templates A = (Q 4, inita,d4), B = (@ p, initg, dp)
and the paramaterized specification . Then, by Definitions and it
follows that if ¢ is a minimal repair for process templates A, B and ¢, then there
exists no n > ¢ and ¢’ = ¢, U & with &y C 64, 0% C dp and |§'| < || such
that A'||B"™ E ¢ for A" = (Qa4,inits, ) and B’ = (Qp, initg, d;).Intuitively, this
states that if § is a minimal repair for the cutoff-sized system A||B¢ then § is
a minimal repair for all systems A||B™ with n > ¢ and vice versa. Note that
this does not hold for systems A||B™ with m < ¢ since for a small m, it may be
sufficient to remove fewer transitions.
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The following theorem, shows a cutoff for model checking disjunctive systems
for parameterized specifications.

Theorem 4.3.1. [21] For any disjunctive system based on process templates A
and B, and any parameterized specification @ over local runs of A and k copies
of B, a cutoff is |Qp| + k + 1.

Note that for disjunctive systems, there exist more and better cutoffs as shown
by Auflerlechner et al. [6], and Jacobs and Sakr [35].

4.3.2 Parameterized Model Checking Algorithm

By reducing the parameterized model checking problem for liveness properties to
model checking of cutoff-sized systems, we can use the model checking approach
presented in Section[2.4] For given process templates A, B and the parameterized
specification ¢, we compute a cutoff ¢, obtained by Theorem [4.3.1] Then, the
product of the system A||B¢ and the nondeterministic Biichi automaton A,
for the negated formula is built. By performing a nested depth-first search, the
algorithm checks for a reachable run that contains a cycle visiting an accepting
state of A.,. Then, this run visits an accepting state infinitely often and the
specification is violated, i.e. A||B°¥ . This error run can then be returned by
the model checking algorithm to obtain an error sequence. Note that this error
sequence is a reachable error sequence sy, . .., s;, Sit1, ..., S; with s;1; = s; where
VO <k <j:sp€Qax(Qp)°. This sequence represents an infinite run violating
@, where s, ..., s; is a finite path that reaches the cycle (s;11,...,s;-1)". If the
algorithm detects no accepting cycle, the system satisfies ¢, i.e., A||B¢F ¢.

4.4 Parameterized Minimal Repair

In this section, a modified version of Algorithm [3| is presented that minimally
repairs disjunctive systems for liveness properties. We start by introducing the
constraints to generate candidate repairs that only remove a bounded number of
transitions.

4.4.1 Constraint Solving for Minimal Candidate Repairs

A minimal repair for given process templates A, B and a parameterized specifica-
tion ¢ removes exactly those transitions that lead to violating runs. To generate
a candidate repair that only removes at most k& transitions for a given bound k,
the constraint system needs to be extended with constraints that guarantee the
deletion of at most k transitions. By increasing the cost bound, minimal candi-
date repairs can be constructed.
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Hecosteilc € {0,....k+1}ie{l,....m}}: deost

Geost = /\ delTrans; . A notDelTrans; . N —costy 1
i€{l,...,m}c<k
—t; — costy ife=1

delTrans; . = { ‘ 14

costei—1 Nty — costeyq,; ifi>1

t; — costy ; ifi=1
notDelTrans; . = ! fo. )
coste;—1 Nt; — cost.; itt>1

Figure 4.4: The constraint ¢, ensures that at most k transitions are removed.

Figure [4.4] shows the constraint systems that guarantees that at most k-
many transitions are removed by the candidate repair. Wlog. assume that A =
(Qa,inita, {t1,...,t,}) and B = (@p,initg, {tni1,...,tm}). By using an implicit
ordering over the local transitions of A and B, the constraint system counts the
number of deleted local transitions. The variable cost,; is true if c-many transi-
tions of {t1,...,t;} are deleted so far. This bookkeeping is done by the constraints
delTrans; . and notDelTrans; .. To bound the number of removed transitions by
k, ¢eost Tequires that costyiq; is false for all transitions.

4.4.2 Parameterized Minimal Repair Algorithm

For given process templates A, B, a parameterized specification ¢ and initial
constraints initConstraint, Algorithm {] shows how to construct a minimal re-
pair. The algorithm is a modified version of Algorithm [3] that also works for
liveness properties. Note that initConstraint contains totality constraints and
can contain further user-designed constraints. The algorithm starts by comput-
ing a cutoff ¢ for A, B and ¢ following the computation in Theorem [£.3.1] By
model checking the cutoff sized-system A||B¢ in Line , an error sequence is gen-
erated iff one exists. Note that the generated error sequence is a reachable error
sequence where each set is a singleton. If the model checker detects a violating
run, the constraint system is updated with constraints to avoid reachability of
the generated error sequence by the candidate repair (Line . By increasing
the number currentCost, the algorithm checks for candidate repairs that remove
at most currentCost-many transitions (Lines [L3]- [24). In Line[16] the constraint
system is updated with the corresponding cost constraints, following the con-
struction in Figure [4.4] If the SAT-Solver does not find a candidate repair for the
current bound currentCost, currentCost is increased and the algorithm checks
for a candidate repair for the updated bound. Otherwise, the process templates
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Algorithm 4 Parameterized Minimal Repair

1: procedure PARAMETERIZEDMINIMALREPAIR(A, B, ¢,initConstraint)

2 A"+ A, B' < B, accumConstraint < initConstraint, isCorrect < False
3 // compute the cutoff

4 cutoff < COMPUTECUTOFF(A, B, ¢)

5: // loop until a minimal repair is found or unrealizability is detected

6 while lisCorrect do

7 (isCorrect, [REy, ..., RE;]) < MODELCHECK(A’, B', cutoff, p)

8 if lisCorrect then

9 //for every state in REj) compute the corresponding constraints

10: newConstraint < BUILDCONSTRAINTS([REy, ..., REy))

11: //append current constraints to previous iterations’ constraints
12: accumConstraint <— accumConstraint A newConstraint

13: currentCost < 1, candidateFound < False

14: // check for a candidate repair that only removes k transitions
15: while currentCost < maxCostBound(A, B) do

16: costConstraint <— BUILDCOSTCONSTR(A, B, currentCost)
17: (0',isSat) <= SAT (accumConstraint N\ costConstraint)

18: if lisSat then

19: currentCost < currentCost+1

20: else

21: candidateFound < True, (A', B") < Restrict(A, B,¢")
22: break

23: if !candidateFound then

24: return Unrealizable

25: else

26: //repair is found

27: return ¢’

are restricted with respect to the found candidate repair and the model checker
checks for correctness of the restricted system. If the SAT-solver is unable to find
a repair even for the maximal bound mazxCostBound for A and B, the system
cannot be repaired and the algorithm returns Unrealizable. A trivial maximal
bound is |d4] + ||, that allows a repair to remove all transitions. A more re-
fined one is [04] + [0p| — |Qa| — |@ 5| which still guarantees the restricted process
templates to be total. By introducing a maximal bound for deleted transitions,
termination of the algorithm follows from [30].

Note that Algorithm 4 does not include a deadlock detection to avoid repairs
that introduce deadlocks. However, the algorithm can be extended with a dead-
lock detector to generate repairs that are deadlock-free, following the approach
in Section [3.3.3

52



CHAPTER 4. REFINEMENT-BASED PARAMETERIZED REPAIR OF
GUARDED PROTOCOLS FOR LIVENESS PROPERTIES

EI{T@CLCh5|S € S} . ¢deadlock—free

gbdeadlock—free = TeaChinitS A /\ ReG'Chs

ses
Reachs = reachy — ( \/ ExistsSuccs 1) N ( /\ Succs s)
tedAUdB s'eS,tedaUdB
t if3sfes (st d)eA
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’ 1 else

t — reachy if (s,t,8') € A
Succs 1 s =
T else

Figure 4.5: The constraint ¢geqdiock-free €nsures the restricted system to be
deadlock-free.

Theorem states that Algorithm [4is sound. This follows from Theorem
and by bounding the number of removed transitions of the generated candi-
date repairs. Further, from Theorem [3.4.2]it follows that Algorithm [4]is complete
which is stated by Theorem [4.4.2

Theorem 4.4.1. [36] (Soundness). For every repair §' returned by Algorithm [
e O is a minimal repair for A, B and @, and
e the transition relation of Restrict(A, B, ') is total.

Theorem 4.4.2. [30] (Completeness). If Algorithm {| returns Unrealizable, then
the paramaterized system has no repair.

4.5 Deadlock Detection

In this section, a SAT-based approach is presented to generate repairs that are
deadlock-free. By extending the constraint system in Algorithm [ with the fol-
lowing constraints, only candidate repairs that do not introduce global deadlocks,
are constructed.

Assume that Algorithm [4] wants to repair the disjunctive system based on pro-
cess templates A = (Q 4, inity,04) and B = (@ p, initg, i) for the parameterized
specification . For any disjunctive system there exists a cutoff ¢ € N such that
if A||B¢ is globally deadlock-free then Vn > ¢ : A||B™ is globally deadlock-free.
For example, a cutoff ¢ for global deadlock detection in disjunctive systems is
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¢ = 2|Qp| — 1 [6]. By defining constraints over transitions of the cutoff-sized
system A||B¢, the SAT-solver guarantees to generate deadlock-free candidate re-
pairs.

Figure shows the constraint system @ geqdiock-free Used to generate deadlock-
free repairs for a given system A||B¢ = (5, inits, A). Intuitively, the constraints
perform a reachability analysis over the global states of the cutoff-sized system.
The restricted system is deadlocked if there exists a reachable state where no
successor state is reachable. Thus, if a global state of the restricted system is
reachable, then at least one of its successor states has to be reachable. For each
global state s € S, the variable reach, indicates if s is reachable in the repaired
system. The constraint requires reachinirs to hold, i.e., the initial state has to
be reachable. The constraint system checks for every global state s that if s
is reachable, then there has to exist a reachable successor. This bookkeeping
is done with the constraints ExistsSuccs; and Succsy . ExistsSuccs, checks if
the candidate repairs contains an enabled transition that leads to a successor
of s. The constraint Succs,; s updates the reachable successor states, i.e., if a
transition ¢ is enabled and leads to the successor s’ for s, then reachy has to hold.
By building these constraints for all global states, any candidate repair that is
constructed is guaranteed to be global deadlock-free.

4.6 Extensions and Limitations

In the following, we discuss how the presented repair algorithm can be modified
to minimally repair system classes that go beyond disjunctive systems. Further-
more, the limitations of the repair approach are shown.

Algorithm M| can be used to repair systems for any property that can be
expressed as an LTL\X-formula. These properties include safety and liveness
properties. Further, the algorithm can be extended to other system classes where
there exists a cutoff for model checking, including conjunctive systems by inter-
preting the guards conjunctively [35]. The algorithm can also be modified for
pairwise-rendezvous system if there exists a cutoff for a given system and spec-
ification. However, this is not necessarily the case as shown by Aminof et al.
[2]. If there exists a cutoff, for synchronous transitions the initial constraint has
to be modified to ensure that the repair is total, as described in Section [3.5.2]
Furthermore, the procedure BUILDCONSTRAINTS has to be modified to avoid
found error sequences. The modified procedures for conjunctive and pairwise-
rendezvous systems are presented by Jacobs and Sakr [36]. However, the repair
algorithm cannot be extended to repair broadcast systems for liveness properties
since the parameterized model checking problem is undecidable for broadcast
systems and liveness properties [I3]. The deadlock detection approach, intro-
duced in Section [4.5] works for all system classes where there exists a cutoff for
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global deadlock detection. For synchronous transitions the constraints have to
be modified in a similar way as for the procedure BUILDCONSTRAINTS. This
also holds for the cost constraints ¢..s to construct minimal candidate repairs
for synchronous transitions.

As described in Section [3.5.3] if a given system cannot be repaired for a given
specification, the designer can add transitions for more communication between
the processes, and run the algorithm again. If the designer is interested in a repair
that removes as many of these added transitions as possible, the constraint system
could be extended with a cost constraint ¢.,s. This constraint works similar to
the constraint for minimal repairs, but checks for repairs that delete as many
transitions as possible, for the added transitions. A repair approach that can
automatically add transitions for more communication, is shown in Chapter
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Chapter 5

Operation-Based Parameterized
Repair of Guarded Protocols

In this chapter, we introduce a paramaterized repair approach that applies a set
of operations to repair guarded protocols. This operation-based parameterized
repair approach is inspired by the explainable reactive synthesis approach intro-
duced by Baumeister et al. [I0]. We present a paramaterized minimal repair
algorithm where correctness of the repaired system is witnessed by an annota-
tion function. Furthermore, we discuss possible extensions and limitations of this
approach. We start by giving a motivating example.

5.1 Motivating Example

Consider the parameterized system for one writer and an arbitrary number of
reader processes, depicted in Figure [5.1] Possible system executions include runs
where the writer does not move and stays in the initial state forever or eventu-
ally remains in the writing state. Thus, the parameterized system violates the
specification ¢y, = OO nw A OO w that requires the writer to change its state
infinitely often. However, the presented repair approach in Chapter 4] is unable
to repair the system since by only removing transitions, the writer is unable to
access the initial state once it starts writing. Furthermore, the guard for the
transition of the reader process from r to nr needs to be changed to avoid runs
where the writer stays in the initial state forever. This is also not possible for the
refinement-based repair approach. Instead, the designer has to change the system
by adding transitions for more communication between the processes, and run the
repair algorithm again. For concurrent systems, when allowing for more commu-
nication, the designer needs to be very careful to not introduce system executions
that violate the designer’s intent. Since this may be a non-trivial task, there is
a need for a parameterized minimal repair approach that can automatically add
transitions for more communication if needed. The following approach shows how
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{nw}

(a) Writer (b) Reader

Figure 5.1: A parameterized system violating ¢y

to repair systems by applying a set of operations, including transition redirects
and changing transition guards. The system in Figure [5.1] can be repaired for
©Viive by redirecting the transition loop in the writing state to the initial state.
Furthermore, by changing the transition guard for the reader process from r to
nr, the system in Figure is obtained which has been shown to satisfy @yive.

5.2 Problem Statement

In this section, we lay the foundation of the operation-based minimal repair
approach. We start by defining the possible operations and consistent transfor-
mations that include a set of operations. After formulating the minimal repair
problem, we show a high-level parameterized repair algorithm that applies the
presented operations.

5.2.1 Operations

In the following, we specify systems with parameterized specifications. The given
process templates A and B are interpreted disjunctively and we use the explicit
representation of parameterized systems from Section Furthermore, we do
not assume that every transition guard is a singleton. However, we assume that
every process template P € {A, B} is complete, i.e., there exists a transition
from every state s € Qp to each state s € Qp, and that P is deterministic,
i.e., there exists no qp,qp,,qp, € Qp and gi,92 € P(AUB) where gp, # qp,,
(gp, 91,9p,) € dp, (qr,92,qp,) € 0p and g1 N go # (. Note that this is not a
restriction since every state gp where ¢} is not an immediate successor can be
represented by the transition (¢p, (), ¢5). In the following, we define two possible
operations that change a transition guard or redirect a transition.

For the process templates A = (Qa,inity,04) and B = (@p,initg,dp), an
operation o is either a changed transition guard or a redirection of a transition
of P € {A, B}. The process templates A" and B’ that result from applying an
operation o to A, B, is denoted by (A’, B") = apply((A, B), o).

A changed transition guard for P € {A, B} is denoted by the tuple 0gyarda =
(gp,qp,g), where qp,qp € Qp and g € P(AUB). A changed transition guard
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operation changes the guard of the transition from ¢p to ¢ to guard g. For

a changed transition guard oguara = (¢p,qp, g), the resulting process templates
(A", B") = apply((A, B), 0guara) are defined as:

o If P=A then B'= Band A" = (Qa, inita, d,), where (¢p, ¢, q¢p) € ¢'y. For
all qa,qy € Qa, g € P(AUDB) with g4 # qp or ¢4y # qp: (qa,9',¢4) € 0y
iff ¢4y # dp: (qa,9',qy) € da.

o If P = B, then A’ = A and B’ = (@p,initg, ), where §% is defined
analogously.

Note that changed transition guard operations are sufficient to repair any sys-
tem as shown in Lemma However, in practice, it is often efficient to repair
systems by redirecting a transition instead. Furthermore, transition redirections
are necessary to repair labeled process templates as discussed in Section [5.5]

A transition redirection for P € {A, B} is denoted by the tuple ogansition
(¢r, dp, g), where gp,qp € Qp, g € P(AUDB) and Vg € g : 3¢p € Qp,d
P(AU B) with (qp, ¢, q}) € 0p and q € ¢'. For a transition redirection o ansition
(qp,qp,g), the resulting process templates (A’, B") = apply((A, B), Otransition) are
defined as:

Im

o If P = A, then B = B and A" = (Qa,inity,d,). For all ¢ € P(AUB),
(gp, 9" U g, qp) € 0y iff (gp, ¢, qp) € 0a. For all g4 € Q4 with g4 # ¢p and
for all ¢ € P(AUB) it holds that (gp, ¢'\g,qa) € 04 iff (gp,q',qa) € da.
Furthermore, for all ga, ¢y € Q4 where g4 # qp and for all ¢ € P(AUB)
it holds that (qa, ¢, ¢y) € 04 iff (qa, 4, d4) € 0a.

o If P = B, then A’ = A and B’ = (@p,initg, d), where d% is defined
analogously.

Intuitively, a transition redirection ogansition = (qp, ¢p, g) redirects all tran-
sitions from ¢p to ¢ for guard g. Thus, when applying ogansition, the guard g
needs to be added for the transition from gp to ¢p. Furthermore, g needs to be
removed from the guard for all other transitions starting in ¢p.

A finite set of operations ¢ is called a transformation. A transformation for
process templates A and B is called consistent if there exists no o1, 09 € & such
that apply(apply((A, B),01),02) # apply(apply((A, B),02),01), i.e., the resulting
templates do not differ depending on the order in which operations are applied.
An example for a transformation that is not consistent, is any transformation con-
taining two different changed transition guards operations for the same transition.
Then, the resulting templates differ if the changed transition guard operations
are applied in a different order. For a consistent transformation £ for A, B, the
process templates A’, B’ that are reached when applying every transformation in
¢, is denoted by (A’, B") = apply*((A, B),§).
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Note that for any transition redirection Oyansition = (¢p,¢p,g), there exists
a transformation & such that apply((A, B), 0tansition) = apply*((A, B), ), where
¢ only contains changed transition guard operations. A transition redirection
Otransition = (4P, (p,g) redirects all transitions for g from ¢p to ¢p for P €
{A, B}. Thus, for the transformation { = {0guara(qr, q%,9'\9) | 3¢} € Qp. ¢ €
P(AUB) = qp # dp Nap, g’ ap) € 6p} U{0guara(ar, dp, gV ') |39’ € P(AUB)} -
(gp. 9", qp) € dp} , it holds that apply((A, B), Owansition) = apply” ((4, B),§). In-
tuitively, the transition redirection can be represented by a set of changed guard
transitions such that each guard is removed by all transitions from ¢p to any state
¢% # qp and is added to the guard for the transition from gp to ¢%. However, by
including transition redirections, we obtain more efficient minimal repairs that
provide a more visual feedback for the designer.

Example 5.2.1. Consider the writer A and reader B in Figure [5.1. By applying
the consistent transformation & = {0guard, Otransition } With Oguara = (nr,r,{W}) and
Otransition = (W, nW, Q4UQp), the writer A" and reader B in Figure is reached,
i.e., (A, B") = apply*((A, B),§).

5.2.2 Minimal Repair Transformations

Based on consistent transformations, we can define minimal repair transforma-
tions.

Definition 5.2.1. (Minimal Repair Transformation)

Given the process templates A = (Qa, inity,04) and B = (Qp, initg,dp), and
the parameterized specification ¢ defined over atomic propositions from Q4 and
indexed propositions from Qp x {1,...,k}. A consistent transformation & is a
repair transformation for A, B and ¢ iff Yn > k : A'||B™ E ¢ and A'||B" is
globally deadlock-free where (A’, B") = apply*((A, B),§). A repair £ is minimal if
there ezists no repair £ with |€'| < [€].

In the remainder of this chapter, we simply call a repair transformation, a
repair. We only make the distinction where necessary. For example, the trans-
formation in Example [5.2.1] is a minimal repair for ¢y, = OOnw A OO w for
the process templates in Figure 5.1}

Lemma [5.2.1] states that for the given process templates A, B and the param-
eterized specification ¢ defined over states of A and k processes of B, there exists
a repair iff there exists A’, B’ with A’ = (Qa,inita,¢’y) and B’ = (By,initg, )
such that n > k : A'||B™ E . Thus, it shows that the defined operations are
sufficient to repair any system iff ¢ is realizable for templates with states ()4 and
@p. This is important since this property does not hold for the refinement-based
approach in Chapter
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Lemma 5.2.1. Given process templates A = (Qa, inita,d4), B = (Qp, initg, dp)
and the parameterized specification @ defined over atomic propositions from Q4
and indexed propositions from Qp X {1,...,k}. There exists a repair & for A, B
and @ iff there exists A = (Qa,inita,dy) and B'" = (Qp, initg,0%) such that
Vn>k: A|B"E .

Proof. Let A = (Qa4,inita,04), B = (@p,initg,dp) and the parameterized speci-
fication ¢ is defined over atomic propositions from ()4 and indexed propositions
from Qp x {1,...,k}. The lemma holds iff both implications hold.

Let £ be a repair for A, B and ¢. Then, for (A’ B") = apply*((A, B),§) it
follows from Definition that Vn >k : A'||B™ E ¢.

Let A" = (Qa,inity,d’y) and B’ = (@p, initg, d%) such that Vn > k: A'||B" E
¢. By assumption ¢’y and 0% are complete. Then, ¢ is a consistent transformation
defined as § = {0guara (94, @4, 9) | (94, 9, @) € 0’4} U{0guara(aB, 45, 9) | (43,9, d5) €
3}, i.e., € changes the guard of every transition to the guard for the transition
in 0’y and ¢’5. Since (A', B') = apply*((A, B),£), £ is a repair for A, B and ¢. O

While a minimal repair ensures that only operations are applied that min-
imally remove incorrect system executions, Lemma [5.2.2] states that minimal
repairs are not unique. Note that the proof of Lemma works analogously

to the proof of Lemma [£.2.1]

Lemma 5.2.2. There exist process templates A, B, a parameterized specification
@ and minimal repairs &1, & for A, B, and ¢ with & # &.

Proof. Let A = (Qa,nw,04) and B = (Qp,nr,0p) with Q4 = {nw,w}, Qp =
{nr;r}, d4 = {(aw,{nr}, w), (nw, {r}, w), (w, {nr},nw), (w, {r},nw)} and ép =
{(nr, {nw},1), (ur, {w},1), (r, {w},1), (r, {nw},nr)}. Figure[d.2illustrates the pro-
cess templates where A is the writer and B the reader. For ¢ = OO w, Vn >
1 : A||B™ ¥ ¢ since there exists a run where only process B; moves by tak-
ing the transitions (nr,{nw},r) and (r, {nw},nr). Thus, w never holds. & =
{0guara(nr, 1, {w})} and & = {0guara(r, nr, 0)} are minimal repairs for A, B and ¢
since for both restrictions a B-process eventuall can only move when A is in w.
Since &1 # &, minimal repairs are not necessarily unique. O

Since the following parameterized repair algorithm generates a transformation
for a cutoff-sized system, the following observation should be noted. Let ¢ be
a cutoff for process templates A = (Qa,inita,d4), B = (Qp,initg,dp) and the
paramaterized specification . Then, by Definitions [5.2.1] and [£.3.7] it follows
that if £ is a minimal repair for process templates A, B and ¢, then there exists
no n > ¢ and & with [¢'| < |£| such that for (A’, B") = apply*((A, B),¢’) it holds
A'||B"™ E ¢. Intuitively, this states that if £ is a minimal repair for the cutoff-
sized system A||B€¢ then ¢ is a minimal repair for all systems A||B™ with n > ¢
and vice versa. Note that this does not hold for systems A||B™ with m < ¢ since
for a small m, it may be sufficient to apply fewer operations.
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Figure 5.2: Parameterized minimal repair based on consistent transformations

5.2.3 Parameterized Minimal Repair Problem

Before giving an overview about the repair algorithm generating consistent trans-
formations that minimally repair disjunctive systems, we define the parameterized
minimal repair problem.

Problem 5.2.1. (Parameterized Minimal Repair Problem)

Given the process templates A = (Qa,inita,d4) and B = (Qp,initg,dp), and
a parameterized specification ¢ defined over atomic propositions from Q4 and
indexed propositions from Qp x {1,...,k}. The parameterized minimal repair
problem is to decide if there exists a minimal repair & for A, B and ¢.

Figure shows a high-level overview of the parameterized minimal repair
algorithm that constructs consistent transformations. For a given parameter-
ized specification ¢, process templates A, B and a cutoff ¢, the algorithm returns
a minimal repair ¢ iff one exists. In contrast to the repair approach in Chap-
ter [4 the transformation generated by the SAT-solver is guaranteed to satisfy
the specification. Thus, the algorithm does not generate candidate repairs that
need to be model checked. Instead, correctness of the generated transforma-
tion is guaranteed by adding constraints defined over the resulting cutoff-sized
system as explained in the following Section[5.3] Furthermore, the constraint sys-
tem contains deadlock constraints to avoid transformation that introduce global
deadlocks, following the approach in Section To obtain a minimal repair,
the algorithm bounds the number of operations by encoding a cost constraints
similar to the constraints shown in Section [4.4.1} If the SAT-solver cannot gen-
erate a transformation for the maximal bound of operations, the system cannot
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be repaired for the given specification.

5.3 Verification of Finite-State Systems

In this section, we show how to verify correctness of finite-state systems using
annotation functions. By encoding a valid annotation function, the parameter-
ized repair algorithm generates transformations such that the resulting system
satisfies the specification.

For a given specification ¢, bounded synthesis automatically produces size-
optimal transition systems that satisfy ¢ [26]. Let A, be a universal co-Biichi
automaton A, with £(A,) = L(y). Note that A, can be obtained by comple-
menting the nondeterministic Biichi automaton A, for the negated formula that
is obtained by the construction in Theorem A transition system 7T satisfies
@ iff every trace of T satisfies ¢. Correctness of 7 can be verified by checking if
every run of 7 on the universal co-Biichi automaton 4, visits a rejecting state
finitely often. This acceptance of T by A, is witnessed by an annotation function.
The bounded synthesis approach produces systems satisfying ¢ by solving a con-
straint system that asserts the existence of a valid annotation function. Hence,
by extending the constraint system of the parameterized repair approach with
these constraints, it constructs transformations such that the resulting system
satisfies . The following definitions are taken from Faymonville et al. [26]. Note
that the definitions are adjusted to the setting of guarded protocols.

Definition 5.3.1. (Annotation Function)

Given the system A||B™ = (S, initg, A) for process templates A, B, and a universal
co-Biichi automaton A = (Q, qo,0, F'). The annotation function \ : S x @ —
{L}UN is a function that maps each state s € S x Q to L or a natural number.

Using an annotation function A, it can be checked if the rejecting states are
visited only finitely often by simulating the product of the system and the uni-
versal co-Biichi automaton. If this holds for A, we call \ valid.

Definition 5.3.2. (Valid Annotation Function)

Given the system A||B™ = (5, initg, A) for process templates A, B, and a universal
co-Biichi automaton A = (Q,qo, 0, F). The annotation function A : S X Q —
{L} UN is valid if it satisfies the following conditions:

e \(inits, qo) # L

eVseS qeQ:Ns,q)=k#L—=>VsdeS ¢deQ:(s,5)€eAN(g,5,q)€
d = NS, ¢') >y k, where >y :=> if ¢ € F' and > otherwise

Thus, a valid annotation function requires the initial state of the product
not to be mapped to L to indicate that this state is reachable. Furthermore,
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(b) A valid annotation function for A and A||B!

Figure 5.3: Verification of A||B! for ¢y, , where A is the writer and B the reader
process from Figure

a reachable state in the product is labeled with a greater number than all of
its predecessors when reaching a rejecting state. Otherwise, it is labeled with
a number greater or equal. This guarantees that if a valid annotation function
exists, then no run of the system visits a rejecting state infinitely only, as shown

in Theorem

Theorem 5.3.1. [20] Given a system A||B™ = (S, initg, A) for process templates
A, B, and a universal co-Biichi automaton A = (Q, qo,6, F'). A||B"™ holds on A

iff a valid (|S|] - |A|)-bounded annotation function ezists.

Example 5.3.1. Consider the system A||B' for the writer process A and one
reader process B from Figure [4.1, and the specification pj. = O<Onw AOQOW.
Figure shows a universal co-Biichi automaton A for ¢uwe. By Theorem
A||B! satisfies pive if there exists a valid annotation function for A||B?
and A. Figure illustrates the product of A||B' and A where the acceptance
1s witnessed by a valid annotation function that is represented by the orange labels.
Since the states ((nw,nr),qs) and ((w,r),q1) are unreachable, they are labeled with
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L. The states ((nw,nr),qo),((w,nr),qo), ((nw,r),q0) and ((w,r),qo) are labeled with
0 because all of their respective predecessors contain no rejecting states and have
visited no rejecting state, yet. The states ((w,nr),q2), ((nw,r),q2), ((nw,r),q1) and
((w,nr),q1) are labeled with 1 since they visit a rejecting state and have to be labeled
strictly greater than all of their respective predecessors which are labeled with 0.
Furthermore, the annotation function labels the states ((nw,nr),q1) and ((w,r),q2)
with 2 such that they are labeled strictly greater than all of their predecessors.
Thus, the annotation function is valid and A||B' holds on A.

5.4 Parameterized Minimal Repair

In this section, the constraints for generating consistent transformations are pre-
sented. Furthermore, a parameterized minimal repair algorithm is shown that
applies a minimal number of operations.

Given a parameterized specification ¢, process templates A = (Q4,inita,d4)
and B = (Qp, initg, dp), and a cutoff ¢ for ¢, A and B. By Lemma[5.2.1] there ex-
ists a repair £ for ¢ and A|| B¢ iff there exist process templates A" = (Q 4, inita, &'y)
and B = (Qp,initg, o) with A’||B’“ E . Thus, the SAT-solver needs to find
0’y and 0 such that the resulting system satisfies ¢, is globally deadlock-free
and can be obtained from A, B with a minimal consistent transformation. In the
following, we present the corresponding constraints.

5.4.1 Constraint Solving for Valid Annotation Functions

Verifying if the generated system satisfies ¢, can be done by checking the exis-
tence of a valid annotation function, as described in Section[5.3] Figure[5.4]shows
the modified basic encoding from bounded synthesis to encode a valid annota-
tion function for a system A’||B’“ and the universal co-Biichi automaton A =
(QA,qa0,04, F) for ¢ [26]. The generated process templates A" = (Q 4, inita, §)
and B’ = (@p,initg, d;) are represented by the variables (514% v and 5%%97 . As-
sume for better readability that all transition guards only contain one state, in
contrast to the assumption in Section [5.2 This is not a contradiction or re-
striction since both system classes are equally expressive and can be transformed
into each other. The annotation function is represented by the variables )\Eq B
and )\ﬁq .+ Where )\Eq . denotes if the state (s,qa) of the product is reachable
and )\S#’q . denotes the annotated number. Note that the annotation function is
defined over states of the automaton and global states s € S of the cutoff-sized
system, i.e., S = Q4 x (Qp)°. The constraint @.ye; ensures that the annotation

function is valid. Thus, the initial state of the product has to be reachable, i.e.,

/

)\]Ff]it&q o = T. Furthermore, ¢.,eet includes the constraint totality to ensure
that both resulting process templates are total. The constraints lambdaA; ,, and
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Hay,, la.d € Qa g€ Qp}
3{5, |q ¢ € Qp,g € QuUQp}
EI{)‘S ,qA0 qu|8 € S qa € Q.A} ¢corrcct

Dcorrect = )‘].]i.tb aao N totality A /\ /\ lambdaAs 4, N lambdaB; g,

SES qAEQA
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totality = /\ \/ \/ 5A(1,;;,q' A /\ \/ \/ 53(1,9,q'
gE€EQA 9EQB I'E€EQA 9€QB geQAUQE ¢'€QB

lambdaAs,, = X qu—> /\ /\ /\ /\ /\6A —
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: q)
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Figure 5.4: The constraint ¢.....: ensures that the generated system satisfies .

lambdaB; ,, check if the annotation function is valid for the reachable states of
the product following the conditions from Definition [5.3.2] For these constraints,

(qi>q ) s" denotes that the global state s reaches s’ by taking the local transition

(q,9,¢'). If a SAT-solver finds ¢, and d; such that there exists valid annotation
function, then the generated system satisfies .
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I costTrA, g clc €10,...,k+1},¢,4 € Qa}

H{costTrBy yclc € {0,...,k+1},4,¢ € Qp}
I{costGuardA, 4.lc € {0,....k+1},g € Qa,9 € Qp}

F{ costGuardB, 4.|c € {0,...,k+1},9 € Qp,9 € QaAUQEB} : Peost

Peost = /\ rdTransAq g N notRdTransAq ¢ N —costTrAq o ki1
4,4'€Qa,c<k
/\ rdTransBy ¢ . N\ notRATransBy g . N —costTrBy ¢ k41
9,4'€Qp,c<k
/\ chGuardAy 4. N\ notChGuardAg 4. N —costGuardAg g ;1
9€Q4,9€Q B c<k
/\ chGuardBy 4 . N\ notChGuardBy 4. N\ —~costGuardBy g j11
1€QB,9€QaUQ B c<k

Figure 5.5: The constraint ¢.. ensures that at most k-many operations are
applied.

5.4.2 Constraint Solving for Minimal Repairs

A minimal repair for a system A||B™ and ¢, is a repair £ such that there is no re-
pair £ with || < |£]. While ¢ eoreer guarantees that the generated system A’||B™
satisfies , the constraint ¢, in Figure [5.5|checks if for a given bound k, there is
a consistent transformation ¢ with (A’, B") = apply*((A, B),§) and |£| = k. For
better readability, assume wlog. that Q4 = {0,...,i} and Qg = {i+1,...,5} for
some 7,7 € N with ¢ < 5. By using an implicit ordering over the possible oper-
ations, the constraints count the number of applied operations. The constraints
start by counting the number of transition redirections of A, followed by the ones
for B. Then, it counts the number of changed transition guards for A, followed
by the ones for B. The variables costTrAg y ., costTrB, ., costGuardA, . and
costGuardB, 4 . are true if the number of applied operations so far equals c. For
costTrA, . and costTrB, ., the current operation is a transition redirection for
A or B from ¢ to ¢'. Further, for costGuardA, . and costGuardB, g ., the current
operation is a changed transition guard of A or B starting from ¢ for g. The
concrete operations and transformation can be extracted by comparing the given
process templates A and B with the process templates returned by the SAT-
solver. The bookkeeping to update the current cost is done by the constraints
shown in Figure [5.6

The constraints in Figure check which operations are applied. The gen-
erated templates A’, B’ can be minimally obtained from A, B with the following
consistent transformation. The constraints transA,, and transB, , represent a
transition redirection from ¢ to ¢’ for all transitions (q, g, ¢') € ¢’y that have been
enabled for A or B in ¢ but have reached a successor state different from ¢'.
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transAqy — costTrAq 1 if g=¢ =inity
rdTransAqy . =  transAgg N costTrAg_1|g, -1, = cOStTrAg g o1 if q # inity, ¢’ = inity
transAq g N costTrAg g1 — costTrAq g c1 else
~transAgy — costTrAq g0 if g =¢ =inity
notRdTransAq g . = | ~transAgy N costTrAg 1 g, -1, = costTrAg g if ¢ #inity, ¢ = inity
atransAgy A costTrAg g1, — costTrAq g else

transByg N costTrA|q,|-1,Qa|-1,c — coStTrBy g 1 if ¢ = ¢ = initp
rdTransB, g . = < transBy gy A costTrBy_1 |gp|-1,c — c0stTrBy g ci1 if ¢ # initg, ¢’ = initg
transBy g N costTrBy g1 — costTrBy g .11 else

—transBgg A costTrA|g ,-1j@a)-1.c — costTrBy gy . if ¢ =¢' =initp
notRdTransBy g . = § ~transBy ¢ N costTrB,_1q,1-1,. = costTrB, g . if ¢ # initg, ¢’ = initp
—transBy g A costTrBy g1, — costTrBg g . else

guardA, , A costTrBiqp-1,Qp|-1, — costGuardAg 4.1 if ¢ = inita A g = initp
chGuardAq g = § guardA, , A costGuardA, 1 |Qp|-1, — costGuardAyg.y1 if g # inita A g = initp
guardAg g A costGuardAg g1 — costGuardAg g .1 else

~guardA, , A costTrBiq | -1|Qp| -1, — costGuardA,y.  if ¢ =inita A g = initg
notChGuardAq 4. = —guardA, , A costGuardAy 1 gy -1, = costGuardA, 4. if ¢ # inita A g = initg
—guardA, A costGuardAq g1 . — costGuardAy g . else

guardB, , A\ costGuardA|g,|-1Qp|-1,c = costGuardBy g1 if ¢ =initg A g = inity
guardB, , A costGuardBy 1 |gp|-1,. — costGuardAq g i1 if ¢ # initg A g = inity

chGuardBy g, = § guardB, , A costGuardBy g 1. — costGuardA g4 .1 if g#initg Ag#initaAg € Qa
guardB, , \ costGuardBy|q -1, — costGuardBy g 41 if g = initg
guardB, , N\ costGuardBy 4 1. — costGuardBy g .11 else

—guardB, , A costGuardA|q,|-1|Qp|-1.c — costGuardB, . if ¢ =initg A g = inity
—guardB, , A costGuardBy_y|qp-1.. — costGuardA, 4. if ¢ # initp A g = inity

notChGuardBy 4. = ﬁguarqu,g A costGuardBy gy . — costGuardA, 4. if g#initg Ag#initaAg € Qa
—guardB, , A\ costGuardBy g, |1, — costGuardBy g if g = initg
—guardB, , A costGuardBy 41, — costGuardB, 4 . else

Figure 5.6: Constraints for updating the cost of applied operations used for ¢,

Further, the constraints guardA, , and guardB, , represent a changed transition
guard operation of A or B in ¢ for guard g where either ¢ is disabled in A" or B’
for all transitions in ¢, and g is enabled for some transition of A or B in ¢, or g is
enabled in A’, B’ for some transition starting in ¢, and ¢ is disabled in A, B for all
transitions starting in ¢. If a SAT-solver can find a transformation ¢ with £ =k
that satisfies ¢os, then (A’ B') = apply*((A, B), ). By increasing the bound k
of allowed operations, the repair algorithm constructs minimal repairs.

5.4.3 Deadlock Detection

To generate minimal repairs that are globally deadlock-free, the constraint system
can be extended with a constraint ¢geqdiock-free- The constraint works analogously
to the one in Figure It encodes a reachability analysis of the global state
space of A'||B’“. For every global state s € Q4 X (Qp)° that is reachable, there
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transA, , = \/ 5/A if (¢,9,4) ¢0aNTq" €Qa:(q,9,q") €da
" 9€0n else
transBy q = { o f(0.9.4) ¢ 65 A3q" €Qp:(q.9.4") € 05
.9 —
9€Q4UQ5 L else

wardA  — d '€Qa _‘(SA if 3¢" € Qa: (q,9,9") € da

’ Ve, Ay g else
umd — ‘1 EQB / By g4 if Elq// S QB : (q7g7 q”) c 53

! (1 EQB By g else

Figure 5.7: Constraints for checking which operations are applied

has to be a local transition of A" or B’ that is enabled in s. Otherwise, s is
globally deadlocked.

5.4.4 Parameterized Minimal Repair Algorithm

Given process templates A, B, a parameterized specification and initial con-
straints initConstraint, Algorithm 5] shows how to construct a consistent transfor-
mation that minimally repairs A, B for ¢. The initial constraint is a user-designed
constraint to specify the resulting system, e.g., to preserve certain transitions.
The algorithm starts by computing a cutoff ¢ for A, B and ¢, and by building a
universal co-Biichi automaton A for ¢. Then, the constraint system is extended
with the constraint ¢g,me+ and the modified constraint @geqazock-free from Figures
and 4.5/ to verify correctness of the generated system A’||B’“ and to guarantee
the absence of global deadlocks (Lines . To obtain a minimal repair, the
algorithm checks for a consistent transformation that applies a bounded num-
ber of operations currentCost. For each bound, ¢« from Figures [5.5] and
is built in Line [T4] If the SAT-solver finds a transformation £ satisfying the
constraints, then £ is a minimal repair for A, B and . Otherwise, the algorithm
checks for a transformation for the increased bound. If the SAT-solver cannot find
a repair for the maximal bound of operations, the algorithm return Unrealizable
to signal that there exists no repair for A, B and ¢. By Lemma [5.2.1] a maximal
bound is (|Qa|-|Qal)- (@5 |@5|) when changing the guard for every transition.
By introducing the maximal bound of applied operations, the algorithm always
terminates.

Theorem states that Algorithm [5|is sound. This follows from Theorem
and by bounding the number of operations of the generated transformation.
Furthermore, from Lemma it follows that Algorithm 5] is completed which
is stated by Theorem [5.4.2]

Theorem 5.4.1. [26] (Soundness). For every repair & returned by Algorithm [
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Algorithm 5 Parameterized Minimal Repair

1: procedure PARAMETERIZEDMINIMALREPAIR(A, B, ¢,initConstraint)

2 A"+ A, B' < B, accumConstraint < initConstraint, currentCost < 1
3 // compute the cutoff

4: cutoff < COMPUTECUTOFF(A, B, ¢)

5: //build the universal co-Biichi automaton A for ¢

6 A < BUILDAUTOMATON(¢)

7 //bUIld ¢correct and gbdeadlock—fr@e

8 correctConstraint <— BUILDCORRECTNESSCONSTRAINT(A, B, cutoff, A)
9 accumConstraint < accumConstraint N correctConstraint

10: deadlockConstraint <— BUILDDEADLOCKCONSTRAINT (A, B, cutoff)
11: accumConstraint <— accumConstraint A deadlockConstraint

12: //check for transformations that apply currentCost-many operations
13: while currentCost < maxCostBound(A, B) do

14: costConstraint < BUILDCOSTCONSTR(A, B, currentCost)

15: (&,1sSat) < SAT (accumConstraint N\ costConstraint)

16: if lisSat then

17: currentCost < currentCost+1

18: else

19: return ¢

20: return Unrealizable

e & is a minimal repair for A, B and ¢, and
e the transition relation of apply™((A, B),&) is total.

Theorem 5.4.2. (Completeness). If Algorithm |5 returns Unrealizable, then the
paramaterized system has no repair.

5.5 Extensions and Limitations

In the following, we discuss how the presented operation-based repair algorithm
can be modified to minimally repair system classes that go beyond disjunctive
systems. Furthermore, the limitations of the repair approach are shown.

Algorithm [5| can be used to repair systems for any property that can be ex-
pressed as an LTL\X-formula. These properties include safety and liveness prop-
erties. In contrast to the refinement-based repair algorithms, i.e., Algorithms
and [, Algorithm [5] generates a repair transformation if and only if there exist
process templates preserving the given structure such that the resulting parama-
terized system satisfies the given specification. This is shown by Theorems [5.4.]]
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and[5.4.2] and Lemma[5.2.1] Further, the algorithm can be extended to other sys-
tem classes where there exists a cutoff for model checking, including conjunctive
systems by interpreting the guards conjunctively [35]. The algorithm can also be
modified for pairwise-rendezvous system if there exists a cutoff for a given system
and specification. However, as mentioned in Section [4.6] this is not necessarily
the case as shown by Aminof et al. [2]. If there exists a cutoff, for synchronous
transitions, the totality constraint of ¢orrect has to be modified to ensure that the
repair is total, as described in Section [3.5.2, Furthermore, similar operations and
constraints have to be defined for synchronous transitions. However, Algorithm
cannot be extended to repair broadcast systems for liveness properties since the
parameterized model checking problem is undecidable for broadcast systems and
liveness properties [I3]. Furthermore, there exist cutoffs for disjunctive and con-
junctive systems for labeled process templates, i.e., for labeled process templates,
a transition reacts to a corresponding input from the environment [6]. While it is
possible to convert labeled process templates to process templates for Definition
that are equivalent under LTL-properties, this comes at the cost of a blow-
up. Thus, it is more efficient to find a repair transformation for labeled process
templates instead. In contrast to repairing the presented systems, to repair sys-
tems for labeled process templates, transition redirections are essential. When
modifying the operations to include inputs for transitions, Algorithm [5| can min-
imally repair disjunctive and conjunctive systems for labeled process templates.
For process templates labeling states, the operation-based repair approach needs
to introduce a state labeling change operation to repair any system. Intuitively,
this operation changes the label of a local state and can be defined analogously
to the state labeling change operation introduced by Baumeister et al. [10].
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Chapter 6

Implementation and Evaluation

In this chapter, we present our prototype implementation of Algorithms [4| and
to repair disjunctive systems. Furthermore, we evaluate both repair algorithms
on a range of benchmarks and discuss the observable results.

6.1 Prototype Implementation

We implemented the refinement-based and operation-based parameterized repair
approach, i.e., Algorithms [4] and 5] into the bounded synthesis tool BoSy [27]
implemented in the programming language Swift [32]. Thereby, we can use the
existing structures to generate constraint systems. Furthermore, we can make
use of the algorithms for automata construction and SAT-based constraint solv-
ing that are provided by BoSy. To repair disjunctive systems, we modified the
program input to include a specification ¢ and two process templates A and
B. Since both algorithms verify correctness for the cutoff-sized system A||B¢,
we implemented a procedure that computes the global state space of A||B°. To
significantly reduce the number of global states, we represent global states by
configurations. In contrast to the configurations in Definition [3.2.1] we explicitly
store the local state for each B-process that is specified by . This representation
is also used in Example Note that while for the model checking algorithm
in Algorithm [ only the reachable global state space is computed, the prototype
implementation computes the entire global state space for encoding a valid an-
notation function used in Algorithm [5] Since Algorithm [4] contains no deadlock
detection, the constraint @geadiock-free from Figure is added to the constraint
system to generate deadlock-free repairs.

6.2 Experimental Results

In this section, we present the benchmarks used to evaluate our prototype im-
plementation for the refinement-based and operation-based parameterized repair

73



CHAPTER 6. IMPLEMENTATION AND EVALUATION

approach. After giving the technical details, we discuss the observations of the
experimental results.

6.2.1 Benchmarks

The experimental results presented in Table [6.1] correspond to the following
benchmarks:

o ReaderWriter: This disjunctive system is our running example with speci-
fications used throughout this thesis. The systems for the benchmarks de-
noted by ReaderWriterqs., are repaired for safety properties, whereas the
ones for ReaderWriter,,. are repaired for liveness properties. The bench-
mark is scaled by adding states dummy states for the reader process that
need to be unreachable for a minimal repair.

o SmokeDetector: This disjunctive system consists of a controller for an alarm
system and a parameterized number of smoke detectors. The systems are
repaired for a specification that requires the controller to trigger an alarm
if smoke is detected. The benchmark is scaled by adding states that detect
different types of smoke.

e Observer: This disjunctive system consists of an observer process and a pa-
rameterized number of worker processes that have to solve different global
tasks. The specification requires the observer process to signal when ev-
ery task is completed. The systems for the benchmarks denoted by Ob-
SETVET complete; Can be repaired for both repair approaches. However, for
Observerncomplete, there only exist repair transformations. The benchmark
is scaled by adding more tasks that need to be completed.

6.2.2 Technical Details

We instantiate BoSy to use 1t13ba [7] as the converter from an LTL-specification
to an automaton. As both constraint systems only contain existential quantifiers,
CryptoMiniSat [40] is used as the SAT-solver. The benchmark results were ob-
tained on a single dual-core Intel i5 processor with 3.10GHz and 16 GB RAM. A
timeout of 5 minutes is used.

6.2.3 Observations

Table shows the experimental results for our prototype implementation. For
each benchmark, the table contains the combined number of local states and
transitions for both process templates. Furthermore, it records the number of
global states for the entire global state space of the cutoff-sized system. It also
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Benchmark Size Refinement Operation
local | tran- | global | states | removed | time time
states | sitions | states | autom. | trans. in sec. | ¢chG/rdT | in sec.
ReaderWriter gqf 4 13 24 4 3 1.46 1/0 1.29
ReaderWriter sqfe 5 20 180 4 4 2.46 1/0 5.21
ReaderWriter sqp. 6 27 1120 4 5 27.91 1/0 50.90
ReaderWriter jiye 4 13 10 3 3 1.38 1/0 1.24
ReaderWriter jye 5 18 42 3 4 2.28 1/0 1.81
ReaderWriter ;e 6 23 168 3 5 4.12 1/0 5.89
ReaderWriter e 7 28 660 3 6 209.18 1/0 43.56
SmokeDetector 4 6 16 3 2 1.11 1/0 1.12
SmokeDetector 5 8 90 3 3 1.51 2/0 2.02
SmokeDetector 6 10 448 3 4 2.35 2/0 11.03
SmokeDetector 7 12 2100 3 5 19.46 2/0 110.75
SmokeDetector 8 14 9504 3 6 215.23 - timeout
Observer compiete 6 9 63 2 2 1.26 1/0 1.51
Observer complete 8 12 336 2 3 2.12 1/0 4.48
Observer complete 10 15 1650 2 4 4.05 1/0 55.02
Observer compiete 12 18 7722 2 5 13.34 - timeout
Observer incomplete 6 8 63 2 unrealizable 1/1 1.58
Observer incomplete 8 10 336 2 unrealizable 1/1 6.34
Observer ipcomplete 10 12 1650 2 unrealizable 1/1 84.01
Observer incompiete 12 14 7722 2 unrealizable - timeout

Table 6.1: Benchmarking results of the refinement-based and operation-based
parameterized repair approach

reports the size of the constructed automata. Note that the size of the nondeter-
ministic Biichi automaton for the negated specification —¢ that is used for model
checking finite-state systems, equals the universal co-Biichi automaton used for
encoding an annotation function, as they are dual. For the refinement-based pa-
rameterized repair approach, Table shows the number of transitions that is
removed by the returned minimal repair. For the operation-based parameterized
repair approach, the number of generated changed transition guard operations
and transition redirections is recorded that minimally repair the system. For
both algorithms, the runtime is reported in seconds.

The experimental results for Reader Writer ;.5 reveal that both approaches can
minimally repair the reader and writer process in a similar time as Algorithm
which generates an arbitrary repair [36]. However, for safety properties and more
complex benchmarks, we cannot compare our approaches with the prototype im-
plementation of Algorithm (3| since it was only evaluated for broadcast protocols.
The benchmark results for all benchmark families reveal that in general, the
refinement-based parameterized repair approach scales significantly better than
the operation-based one. This can be explained by the fact that the entire global
state space used to encode annotation functions is significantly bigger than the
reachable one used for model checking the cutoff-sized system. However, for
cutoff-sized systems with a small global state space, Algorithm 5| can compete
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with Algorithm [4 Furthermore, for the benchmark family ReaderWriteyye, Al-
gorithm [ scales significantly better because for these benchmarks, the reachable
global state space is close to the entire one and multiple removed transitions can
be represented by a single changed transition guard. This observation can be seen
for all benchmarks since every minimal repair transformation applies less oper-
ations than the minimal repair generated by Algorithm [4] removes transitions.
Moreover, note that all generated repair transformations only apply changed
transition guard operations, except for the benchmark family Observerincomplete-
This is due to the fact, that all of these benchmarks contain process templates
that include all transitions needed for a refinement-based parameterized repair.
Thus, to obtain a minimal repair transformation it is most efficient to remove
transitions with changed transition guard operations. However, when the given
process templates need to add transitions for more communication, a minimal re-
pair transformation also applies transition redirections, shown by the benchmark
family Observerincomplete- For these benchmarks, Algorithm @ cannot generate a
repair.

To summarize, Table reveals that for disjunctive systems where the reach-
able state space is significantly smaller than the entire one, Algorithm 4] performs
significantly better than Algorithm [5] To generate minimal repair transforma-
tions for complex systems more efficiently, it may be beneficial to introduce a
parameterized repair approach that iteratively generates candidate transforma-
tions and model checks the transformed cutoff-size system, similar to Algorithm
[l Then, for verifying correctness, it is sufficient to compute the reachable global
state space of the restricted system, rather than the entire one used for encoding
a valid annotation in Algorithm [5]
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Related Work

The parameterized model checking problem is to decide if a system with a para-
metric number of processes n satisfies a specification, regardless of n. While this
problem has been shown to be undecidable even when restricting systems to uni-
form finite state processes [41], there exist several approaches deciding the prob-
lem for restricted classes of systems and properties [11, 2 3], [15], 21], 22}, 23], 25| 31]
that are collected in several surveys [13, 16l 24]. These parameterized model
checking approaches include methods that reduce the problem to finite-state
model checking for the cutoff-sized system. For these approaches, a cutoff ¢
is a natural number which ensures that the same correctness guarantees hold
for all systems containing at least c-many processes. Several cutoff results for
guarded protocols are shown in [2, [6, 21], 22 34, [35].

There have been considered many automatic repair approaches where most of
them are restricted to monolithic systems [4} [14], 19} 29, 33] 37, B39], e.g., in [14],
the repair removes edges from the transition system and in [37], an expression
or a left-hand side of an assignment is assumed to be erroneous and replaced
by one that satisfies the specification. Moreover, there are multiple approaches
for repairing concurrent systems and synchronization synthesis. Some of them
are based on automata-theoretic synthesis [9] 28], whereas other approaches are
based on a counterexample-guided synthesis or repair method [I1], [43]. The re-
pair approach in [30] performs verification and repair simultaneously. By using
a learning-based algorithm, for every iteration the system is changed in a way
that brings it closer to satisfying the specification. In contrast to our repair
approaches, the algorithm is not guaranteed to terminate. To the best of our
knowledge, the approaches introduced in this thesis and the approach in [30]
are the only one that provide correctness guarantees for systems with a para-
metric number of processes. Whereas the synthesis approach in [28] produces
size-optimal reactive systems that inherently satisfy a given specification, e.g., by
encoding a valid annotation function [26], the parameterized synthesis approach
investigates the synthesis problem for distributed architectures with a parametric
number of finite-state components [5], 12, 20]. While the parameterized synthesis
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approach generates an arbitrary system satisfying the given specification, the pa-
rameterized repair approach constructs a repaired system that is close to a given
one.
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Conclusion

In this thesis, we introduced a parameterized repair approach for properties ex-
pressed as LTL\X-formulas including safety and liveness properties. For a given
specification and incorrect parameterized system that is composed of an arbitray
number n of processes, the approach generates a repair that provides correct-
ness guarantees that hold regardless of n. These systems include systems with
disjunctive and conjunctive guards. The presented parameterized repair algo-
rithm is a modification of the repair approach for safety properties, introduced
by Jacobs et al. [36], where a repair restricts a given nondeterministic system to
eliminate faulty behavior. The modified algorithm interleaves the generation of
candidate repairs with model checking of the cutoff-sized system. By extending
the constraint system for constructing candidate repairs, repairs that introduce
deadlocks are avoided. Furthermore, the algorithm guarantees to return minimal
repairs by bounding the number of removed transitions for the candidate repair.
The modified algorithm is shown to be sound, complete and to terminate.

Moreover, to repair any faulty implementation, we introduced a paramater-
ized repair approach that can automatically add behavior including more com-
munication between processes. It has been shown that by constructing a repair
transformation that applies a set of operations for an incorrect system, any sys-
tem can be repaired if and only if there exists a system that satisfies the given
specification while preserving the given structure. We presented a parameterized
repair algorithm that generates repair transformations where correctness of the
repaired cutoff-sized system is witnessed by encoding a valid annotation function.
Furthermore, by extending the constraint system and bounding the number of
operations applied by the generated transformation, the algorithm constructs
minimal repair transformations that are deadlock-free. The algorithm is shown
to be sound, complete and to terminate.

We implemented both approaches as an extension to the synthesis tool BoSy
[27] and evaluated them on a range of benchmarks. The experimental results
revealed that repairing systems by restricting their behavior is more beneficial
than by applying a set of operations, in cases where the reachable global state
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space of the cutoff-sized system is significantly smaller than the entire one.

In future work, we plan to investigate the parameterized repair problem for
larger classes of systems that communicate with different synchronizations. Fur-
thermore, we would like to repair real-time systems where correctness could be
verified by timed automata. Moreover, we want to develop an explainable re-
pair approach for parameterized systems that provides rich visual feedback to
the designer, explaining the generated repair. Such an explanation could consist
of incorrect system executions that are eliminated by the repair. Further types
of explanations could include quantitive and symbolic explanations. For param-
eterized systems, we plan to develop a paramaterized synthesis approach that is
based on the techniques and methods introduced in this thesis. The parameter-
ized synthesis approach automatically constructs a system inherently satisfying
a given specification, regardless of the number of processes.
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